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DAVID PINES
Urbana, IL, September, 1987

Foreword

The Santa Fe Institute, as a key element in its founding activities, sponsored 
two workshops on “Emerging Syntheses in Science,” which took place on October 
5-6 and November 10-11,1984. Each workshop began with a description by Murray 
Gell-Mann of the concept of the Institute. Subsequent speakers described aspects of 
emerging syntheses which might prove relevant to the future development of the In
stitute and George Cowan described some of the initial steps which are being taken 
to create the Institute. In the course of the talks, and discussions which ensued, 
a number of possible future directions for the Institute were explored. Networks, 
which might tie together researchers in a newly emerging synthesis, using both tra
ditional and innovative forms of communication, ranging from workshops and the 
exchange of graduate students and postdoctoral fellows to computer links, emerged 
as one of the initial foci of the Institute activity.

There was unanimous agreement among the participants that Professor Gell- 
Mann’s keynote address and the ensuing talks were of such high quality and general 
interest that it would be highly desirable to publish these for broader distribution. 
I agreed to serve as Editor of the Proceedings and chose an informal format for this 
volume as a way of making the proceedings rapidly available at modest cost. To 
convey the character of the workshops, contributors were encouraged, in writing up 
their talks, to follow the same kind of informal approach which characterized their 
presentations. The grouping of the talks is intended to reflect some of the many 
connections between apparently different problems which became evident during
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the workshops, while the flow chart below illustrates some further connections. For 
those speakers who were not able to contribute a manuscript, brief summaries of 
their remarks are appended.

It gives me pleasure, on behalf of the Board of Trustees of the Santa Fe Institute, 
to thank the contributors to this volume for their rapid response to my pleas for 
manuscripts, and to thank the Carnegie Corporation of New York and the John D. 
and Catherine MacArthur Foundation for their financial support, which has made 
possible both the workshops and the publication of this volume. Special thanks go to 
Karie Friedman and Ronda Butler-Villa for their assistance in editing this volume, 
and to Fran^oise Ulam for her translation of the article by Dr. Schiitzenberger.

FIGURE 1 FLOW CHART, illustrating some of the connections between talks and 
topics discussed at Santa Fe Institute Workshops on “Emerging Syntheses in Science.”
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MURRAY GELL-MANN
California Institute of Technology

The Concept of the Institute1

It is a pleasure to welcome so many old friends and a few new ones to this 
beautiful place, kindly lent us by Douglas Schwartz of the School of American 
Research. We would like to hear your reactions to the proposal we are making for 
setting up the Santa Fe Institute and to hear your ideas about how to structure it, 
what kind of intellectual problems it should address, what kinds of arrangements 
should be made for its governance, and what should be the first steps in establishing 
it.

It is usually said that ours is an age of specialization, and that is true. But there 
is a striking phenomenon of convergence in science and scholarship that has been 
taking place, especially in the forty years since the Second World War, and at an 
accelerated pace during the last decade. New subjects, highly interdisciplinary in 
traditional terms, are emerging and represent in many cases the frontier of research. 
These interdisciplinary subjects do not link together the whole of one traditional 
discipline with another; particular subfields are joined together to make a new 
subject. The pattern is a varied one and constantly changing.

In order to discuss a few examples of diverse character, I shall start from sub
jects close to my own and then move further away. I hope you will forgive me

1 Talk given at the Founding Workshops of the Santa Fe Institute, held at the School of American 
Research, Santa Fe, New Mexico, in November 1984. Revised version.

Emerging Syntheses in Science, 1987 1



2  Emerging Syntheses in Science

for talking about matters far from my area of expertise and will correct whatever 
howlers I make in the course of doing so. Also, I apologize for mentioning in this 
introduction, for lack of time and space, only some of the emerging syntheses about 
which we shall hear and only some of the distinguished speakers who will discuss 
them.

Elementary particle physics and the cosmology of the early universe are the twin 
pillars on which all the laws of natural science are, in principle, based. These two 
fundamental subjects have practically merged in the last few years, especially on 
the theoretical side. In the earliest fraction of a second in the history of the universe, 
if we look at time running backwards, we go from an easily comprehensible quark 
soup (a few moments after the beginning) to an earlier era in which the conditions 
are so extreme that, if we could observe them, they would test our speculative ideas 
about unifying all the physical forces including gravitation. I should mention that 
in the last few weeks these ideas of unification have become much more specific. The 
hope, the very bold speculation, that we might actually find a general theory of all 
the elementary particles and forces of Nature is encouraged by recent developments 
in superstring theory.

Many of the mysteries of the universe seem to be tied up with particle physics.
As Frank Wilczek will probably tell us, the mystery of the smallness or vanishing 

of the cosmological constant, which is the value of the energy density of the vacuum, 
is intimately connected with particle physics. The mystery of the dark matter in 
the universe, which must outweigh visible matter by at least a factor of ten, is now 
believed to be in the domain of particle physics, since much of the dark matter may 
consist of hypothetical new particles such as photinos or axions

Meanwhile, the trend toward divorce between physics and the frontier of pure 
mathematics, which went on for decades after the end of the nineteenth century, has 
been reversed. The description of elementary particle interactions and the attempts 
to unify them connect with the central part of pure mathematics, where algebra, 
analysis, and geometry come together, as in the theories of fiber bundles, of Kac- 
Moody algebras, and so forth, Frank Wilczek may address that topic, too,2 and Felix 
Browder will probably touch on it, as he discusses important parts of mathematics 
that are applicable to science.

The other examples will be drawn from the study of highly complicated systems. 
First of all, in the life sciences, a transformation has taken place in recent years that 
has been so dramatic as to impress itself on everyone, scientists and the general 
public. Some central themes in biology and medicine will be addressed by Ted Puck. 
Of course, a discussion of the revolution produced by advances in molecular biology 
needs no introduction, but I should like to quote some remarks made last spring 
by a distinguished worker in that field A few months ago, the National Academy 
of Sciences gave a party to celebrate the winning by American citizens of several 
Nobel Prizes, as well as the Swedish Riksbank Prize in Economic Science awarded 
in memory of Alfred Nobel. I was invited to speak, along with three other members 
of the Academy, and I chose the same subject as today’s. In fact, at least three

2In fact, Wilczek’s paper treats a different but related interdisciplinary subject.
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of the four speakers that afternoon had chosen independently to address related 
subjects. David Baltimore, who preceded me, and Herb Simon, who followed me, 
both discussed the remarkable trends in science with which we are concerned here, 
and I shall take the liberty of quoting from David Baltimore’s remarks

“The first place to start is to look at what’s happened to biology in the last ten 
years. About ten years ago, the field went through a watershed, because up to then, 
the precise tools available for dissecting genetic structure and understanding bio
logical organization were really only applicable to microorganisms, which provided 
useful model systems but couldn’t answer the pressing questions of the organization 
of systems in human beings and other mammals

“Then, about that time, a variety of new techniques were developed that al
lowed us to get at the molecular details of higher systems, and overnight what had 
been seen as impossible became eminently feasible, and the methods which we gen
erally call the recombinant DNA methods changed our whole perspective on what 
we could think about and do, and that has had many consequences, one of which 
has been the focus of molecular biology on understanding mammalian systems and 
specifically as surrogate human systems.

“In ten years, we have seen enormous advances in understanding the immune 
system, in understanding hormones and their action, in understanding cancer, in 
understanding evolution, and even in the beginning of an understanding of the 
nervous system. We have seen tremendous advances in the underlying generalities 
of how things are organized, how genes are made, how genes are duplicated, how 
genes are expressed; and a side effect, one that is very significant, has been a striking 
unification of the kinds of problems that people in biology think about.

“If we go back ten or twenty years, hormones were thought about by physiolo
gists, the nervous system was thought about by specialists in the various branches 
of the neurosciences, cancer was talked about by oncologists and physicians, evo
lution was discussed by population biologists, the immune system was studied by 
immunologists; none of that is true any longer. If you look at the seminar board on 
our floor at MIT, you will find seminars that cover the range of all of the things I 
have just talked about as well as plant biology and even the beginnings of behavioral 
biology, and that is a very different perspective and has tremendous organizational 
consequences, and actually quite staggering implications for education and for the 
structure of the field”

We shall return in a little while to these implications. But let us first look at 
some other places where cross-cutting subjects are appearing, with emphasis on the 
study of surface complexity arising out of deep simplicity.

A1 Scott will tell us about nonlinear systems dynamics, a very exciting branch of 
mathematics with applications to many parts of science. Nonlinear systems dynam
ics can be exemplified by first-order differential equations with several dependent 
variables that are functions of time t . The applications are numerous. Peculiar 
phenomena associated with such equations come up over and over again. In the case 
of dissipative systems, for example, the orbits (x as a function of time) can be “at
tracted,” at very large times, to fixed points where the x’s are constant, or to limit 
cycles where the x ’s go around in periodic orbits asymptotically, or to “strange
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attractors” that give chaotic behavior, so that the x ’s at large times become in
finitely sensitive to the boundary conditions on x  at the initial time Chaos turns 
determinate systems into effectively indeterminate ones. Attempts are being made 
to apply these ideas to elementary particle theory, to the fascinating question of the 
approach to hydrodynamic turbulence, to problems of plasma turbulence, to oscil
lating reactions in chemistry like the Belousov-Zhabotinsky reaction, to biological 
clocks, and to many other areas of science.

Biological clocks, for example, seem to be nonlinear systems, each one with a 
free-running frequency that is usually different from what is actually needed for the 
clock, but with environmental signals setting the frequency as well as the phase. 
We are familiar with the resetting of phase in recovering from jet lag, for example. 
This form of clock seems to provide the kind of robustness that biological systems 
need Recently there have been attempts to identify the mathematical phenomena 
of nonlinear systems dynamics in population biology, in problems of the brain and 
the mind, in attempted explanations of schizophrenia, and in problems of social 
systems.

Many of these applications are highly speculative. Furthermore, much of the 
theoretical work is still at the level of “mathematical metaphor.” But, I think this 
situation should cause us to respond with enthusiasm to the challenge of trying to 
turn these metaphorical connections into real scientific explanations. For that pur
pose, one useful advance would be to know whether these mathematical phenomena 
really crop up in the solution of partial differential equations, and if so, where.

There are analogous phenomena also for discrete variables, time and x. There, 
we connect up with fundamental areas of computer science such as Steve Wolfram 
has studied, including cellular automata and Turing machines. We also encounter 
new insights into how to construct reliable computers out of unreliable elements. 
I was associated more than thirty years ago with the first attempts to solve that 
problem, by methods that were eventually analyzed correctly by Jack Cowan. These 
days people are talking about more sophisticated methods, based on attractors, 
for making reliable computers out of unreliable elements. Attractors are almost 
certainly involved in this way in pattern recognition and perhaps that is true in 
other kinds of mental activity as well. It may be that attractors are again providing 
the kind of robustness that biological systems require, this time in connection with 
phenomena that include human thought. We might even speculate that attractors 
might be connected with our human habit of getting stuck in a certain way of 
thinking and finding it extremely difficult to jump out of the rut into another way 
of thinking. It would be fascinating if that turned out to be so; and understanding 
the situation a little better may help us to design new ways to stimulate creative 
thinking.

We all know that computers are not only tools for calculation, but also in
creasingly for symbolic manipulation, which means they can be used for doing 
theoretical scientific work. In many cases they can also serve as a kind of theoreti
cal laboratory for experiments in the behavior of model systems. In addition, they 
are objects of study as complex systems of enormous interest in themselves. Since
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World War II, in a great deal of interesting theoretical work, they have been com
pared with neural nets and even with human organizations. A subject embracing 
portions of linguistics, psychology, neurobiology, neurochemistry, computer science, 
and so forth, has grown up, that some people call cognitive science We all know that 
in most situations, theory has to advance along two tracks: the fundamental search 
for dynamical explanations on the one hand, and on the other, the phenomeno
logical search for pattern in the laws of Nature. There are associated experimental 
domains in each case. This is true of the study of the brain, where phenomenologi
cal aspects are covered under the rubric of mind and involve the study of behavior, 
and sometimes, in human beings, even the study of introspection. There is always 
a reductionist bridge between these two kinds of explanation, the fundamental and 
the phenomenological. (I assume all of us are in principle reductionists.) But it often 
takes a very long time to construct such a bridge, such as the one between the brain 
and the mind, even though great strides are being made. While the construction 
is going on, it is necessary to pursue both approaches, which means in this case to 
study both the brain and the mind.

New interdisciplinary subjects are growing not only out of brain science, but 
also out of mental science, that is to say, psychology and psychiatry. One that I think 
will be of particularly great interest in the future is the scientific study of human 
mental processes outside awareness, what is sometimes called the unconscious mind, 
long dealt with by psychoanalysis, but needing to be incorporated into regular 
science. Pathways out of the “unconscious” are available, not only in the areas of 
free association, slips of the tongue, dreams and so on, but also in hypnosis and other 
altered states of consciousness. Hypnosis, conditioning, and, perhaps, subliminal 
perception may provide pathways into the “unconscious.” Here, not only mental 
science is involved, but also physical science. With improved SQUID devices and 
all sorts of other tools from physical science, one may be able to discriminate by 
objective means among different states of consciousness, so that when we study 
them psychologically it will not be a circular process. As progress is made on the 
brain-mind bridge, the panoply of brain science or cognitive science will also be 
increasingly applicable. These matters will be discussed by Mardi Horowitz and 
Jerome Singer.

There is a striking theoretical resemblance between the process of learning and 
the process of biological evolution. The field of evolutionary and population biology 
is one to which sophisticated mathematics has been applied for a long time, with 
benefit to both biology and mathematics. Much has been learned and much is still 
not understood. We will have a brief discussion of the state of this extraordinarily 
important field by Mark Feldman, and we may all reflect on the benefits of future 
interactions among students of computers, learning, and evolution. Manfred Eigen 
will tell us about a laboratory system that exhibits evolutionary behavior and may 
be related to the chemical reactions that produced the first life on Earth; he will 
thus introduce us to the subject of pre-biotic chemical evolution.

Now cognitive scientists and students of various kinds of evolution are begin
ning to get together. A new subject is taking shape, which has roots in cognitive
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science, in nonlinear systems dynamics, and in many parts of the physical, biologi
cal, and even the behavioral sciences. Some people call it self-organization, others 
complex systems theory, others synergetics, and so forth. It tries to attack the in
teresting question of how complexity arises from the association of simple elements. 
A conference is being planned at the Center for Nonlinear Studies at Los Alamos 
on at least part of that new subject—the study of evolution, learning, and games, 
with emphasis on the theory of adaptation. The conferees will listen to reports on 
game theory strategies in biological evolution, the coevolution of genotype and phe
notype in biological evolution, theoretical and experimental results on chemical or 
prebiotic evolution, the development of foraging strategies in ant colonies, strate
gies for the evolution of new algorithms in artificial intelligence (using crossing-over 
and natural selection in computer programs), models of human learning, the mathe
matical theory of regeneration in the visual cortex, discoveries on cellular automata 
and Turing machines, stability of deterrence and stability of the U.S.-U.S.S.R. arms 
competition, spin-glass models of neural networks, and other diverse topics. Yet the 
discussion is to be general, with physicists, mathematicians, population biologists, 
neurophysiologists, social scientists, computer scientists, and engineers all trading 
questions and comments. Many common threads are already evident, especially the 
nearly universal importance of adaptation, the need for random inputs in the search 
process, the importance of high dimensionality, the efficacy of recombination, and 
the importance of attractors and, in many cases, of numerous attractors.

Let me pick out just one topic, out of many excellent ones, to highlight as an 
example. John Holland, Professor of Computer Science at the University of Michi
gan, will describe the present state of his method for getting computers to evolve 
strategies for solving problems. He has a sort of community of instructions, with 
competition and natural selection, and variability produced by random crossing 
over, as in chromosomes. Lo and behold, clever new strategies emerge from his 
computer. So far his genetic analogy is with haploid organisms. He has not yet 
introduced diploid genetics—just think how much better it will be with sex.

A special subject is the evolution of human behavior, where it is evident that 
biological evolution has been overtaken by cultural evolution. This field has recently 
been enlivened by controversy between some sociobiologists, who have underesti
mated the cultural transformation of the biological roots of human behavior, and 
some cultural anthropologists, who have tried to minimize the role of biology in 
the explanation of human behavior. I am sure that a synthesis will emerge from 
this dialectic process. However, the field goes far beyond such a controversy and has 
contributions from paleontology, primatology, archaeology, psychology, and so forth. 
To consider a layman’s example, some day we might be able to choose between two 
popular models of the evolution of organized human violence, which threatens all 
of us so dramatically in this era. According to one model, there has always been 
a tendency towards occasional intraspecific violence from early man up through 
the hunter/gatherer stage of culture and on to the present. As people have formed 
larger and larger groups, and of necessity have become organized more tightly and 
on a larger scale, and with improved weapons as well, the scale of violence has cor
respondingly grown. According to another model, somewhat different, there was a
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qualitative change at a certain time, perhaps at the time of the invention of agricul
ture, or a little later at the time of the development of hydraulic agriculture, when 
relatively peaceful hunter/gatherer societies were replaced by competitive societies 
with the concept of property. They supposedly initiated real warfare, albeit on a 
small scale by today’s standards. Marxists tend to adopt the second model, but 
so do a number of thinkers who are not Marxist. It would be very interesting to 
be able to choose between these two ideas, or find another way of looking at the 
whole question. We shall hear some interesting observations from Irven DeVore and 
Richard Wrangham, whose studies of primate behavior bear on the possible validity 
of the first hypothesis.

In general, the study of prehistoric cultures now involves an intimate asso
ciation of archaeology, cultural anthropology, and ecology, but physics, chemistry, 
botany, and many other scientific subjects are also contributing through what some 
people call archeometry. They mean the study of old objects, especially artifacts, 
by advanced technical means that can yield information not only about dates and 
authenticity, but also patterns of use, methods of manufacture, provenience, and, 
therefore, mines, trade routes, and so forth. We could in the future throw new light 
on the mystery of the classic Mayan collapse, for instance, which was the subject 
of a series of discussions here at the School of American Research some time ago 
that resulted in a fascinating book. Or we could understand better the successive 
extinctions of Pueblo cultures here in the Southwest. (I hasten to add that at the 
time of each extinction, some Pueblo cultures survived, and some survive to this 
day.) Probably, with the aid of the various disciplines working together, one can 
to some extent resolve these and other mysteries and, thus, understand better the 
conditions for the survival of human culture. On this subject, Douglas Schwartz 
will have some interesting insights to share with us.

In many of the areas of research we are discussing, a common element is the 
explosive growth of computer capability and of computer-related concepts. We have 
mentioned that the computer is a marvelous tool for calculations, for theoretical 
experimentation, and for symbolic manipulation. It is not only an aid to thinking, 
but a system to be studied and compared, for instance, with the brain. Under
graduate students are choosing computer science as their major subject in record 
numbers; they are flocking to it like lemmings. Nevertheless, some of us believe that 
the emerging subjects of information science and artificial intelligence are not pro
viding a broad enough scientific and cultural foundation for research and education 
in the computer field. Closer ties with many fields of natural and behavioral sci
ence and with mathematics would seem to be desirable, as at the conference being 
planned at CNLS.

Furthermore, it is important to teach students to avoid the pitfalls of reliance 
on massive computer facilities. Most of us are familiar with these pitfalls. The 
tendency to calculate instead of to think is an obvious one: “I’ll run it for you 
Tuesday,” rather than ‘Til think about it for a minute.” Another tendency is to 
neglect essential qualitative and synthetic aspects of many systems under study in 
favor of mere analysis of easily quantifiable concepts. Avoiding such neglect is of 
great importance, because we are concerned here not only with complex physical
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and chemical systems and computers, but also with such subjects as language, 
the brain and the mind, ecosystems, and social systems and their history, for which 
exclusive emphasis on the analytic and quantitative aspects can be disastrous. Many 
of our topics link natural science, behavioral science, and the humanities, and the 
contribution of certain subjects in the humanities, such as history and possibly 
applied philosophy, may be crucial.

That is especially true in the case of policy studies. Policy studies constitute 
one of the most vital activities in our society, increasingly necessary for our survival. 
Not often discussed although widespread, policy studies concern the individual, the 
family, the community, the state, the nation, or even the world community. These 
studies consider what are the likely consequences of particular decisions; how un
certain are these consequences; how the consequences are likely to affect in some 
concrete way various systems of values. We have to take into account the enormous 
and increasing complexity of modern society. These days, much legislation, for ex
ample, accomplishes the opposite of what it sets out to promote, along with even 
larger and unexpected side effects. The same if often true of technical innovation, 
the side effects of which are notorious. A full-scale study of a local or national or 
world problem, properly done, would have contributions from natural science, so
cial science, applied philosophy, (especially ethics and aesthetics), law, medicine, 
practical politics, and, of course, mathematics and computer science in order to 
handle the vast number of variables. It is very difficult to bring all these disciplines 
together, even in think tanks designed for that purpose. Our compartmentalization 
of learning is becoming more and more of a grave hazard. Here, too, it is especially 
important and challenging to combine mathematical sophistication in such matters 
with the proper consideration of value systems often difficult to quantify. Comput
ers have exacerbated this problem, although they need not do so, and they are, 
of course, essential for huge studies. They need not do so, because with the aid of 
powerful computers, one can proceed in ways such as the following: devote great 
care, in any policy study, to finding really sensible surrogates or yardsticks for many 
of the important values involved, treating this as a major part of the work. Then, 
instead of assigning relative quantitative measures to the various values and simply 
optimizing, display in a multi-dimensional way how the the different policy options 
affect all those surrogates and how sensitive the effects are to changes in policy. 
We may find, then, for example, that minor sacrifices in one important value may 
allow large gains in another. It is important, of course, to estimate uncertainties as 
well, and even more important to use science, engineering, and general inventive
ness to enlarge the sphere of policy options in order better to accommodate many 
important values.

Thus, we see one example of how computers can be used to render policy studies 
more humane. A suggestion of how mathematics teaching can accomplish something 
similar was the main thrust of a lecture I once gave to the students of the Ecole 
Polytechnique in Paris, a sort of military school of science and engineering that 
functions as a temple of mathematics and mathematical science for the intellectual 
elite of France. At that time, an invited lecturer spoke not to a few of the students,
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but the entire student body, which was marched in, in uniform. I started by congrat
ulating them on being privileged to get such a splendid technical education as was 
offered at the Ecole, then said that, of course, many of them would end up not as 
scientists or engineers but as managers of great enterprises in France, and that their 
firm grounding in mathematics would be just as valuable there, since many sophis
ticated mathematical theories had been developed in economics and management. 
Then, to the dismay of the students and the delight of the professor of physics and 
the professor of social science who had invited me, I explained that what I meant 
was that mathematics would be usefiil to them defensively, so that they would not 
be snowed by studies in which relatively trivial matters had been quantified and 
carefully analyzed, while dominant values were set equal to zero for convenience. 
We need a balanced and humane use of mathematics in these cases, and people who 
have not been trained in defensive mathematics will have difficulty defending their 
sound qualitative judgements against the onslaught of pseudo-quantitative studies.

In my remarks so far, I have tried to sketch, with the aid of some important 
examples, the revolution that is taking place in science and scholarship with the 
emergence of new syntheses and of a rapidly increasing interdependence of subjects 
that have long been viewed as largely distinct. These developments pose a difficult 
challenge to our institutions. In my remaining time, let me discuss that challenge 
and one or two possible components of the response.

We have an imposing apparatus of professional societies, professional journals, 
university departments for research and teaching, government funding agencies, and 
peer review committees or sections, ail directed (at least in part) toward quality 
control in the traditional disciplines. In the past, it has been possible to accommo
date, over time and with considerable difficulty and inconvenience, but in the long 
run with reasonably satisfactory results, the appearance of cross-disciplinary sub
jects like biochemistry or nuclear engineering. I believe, however, that the current 
developments in science and scholarship represent a much more rapid and more 
widespread rearrangement of subjects than we have experienced before and that it 
involves much of the most important new work in science. (But certainly not all. 
Let me make that perfectly clear, as one of our recent national leaders used to say. I 
am not trying to play down the importance of individual achievement in traditional 
fields, which remains vital to the health of the scientific and scholarly enterprise.) 
The apparatus we have described needs to change more rapidly and more radically 
than it is accustomed to doing, and we must understand what would be useful and 
appropriate changes and how they might practically be carried out.

Ways will have to be found of permitting and encouraging higher education 
suitable for the new widely emerging syntheses. Probably in many cases longer and 
more varied education, perhaps even formal education, will be needed, including 
years of postdoctoral study and apprenticeship; and we will have to learn to adjust 
to the personal and economic changes involved.

The whole pattern of grants and peer review must evolve in ways that are hard 
to prescribe and even harder to carry out.
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The journals and professional societies will have to evolve so that the estab
lishment of standards and the conduct of refereeing can be carried out for the new 
transcendent subjects. All of that will be painful and difficult but exciting.

The universities will have to adjust their departmental structures and modify 
some of their traditional ways of selecting professors and planning curricula. Our 
first-class universities are in the hands of very clever people, and I am sure that 
gradually some suitable changes will come about, as in the other organizations, 
despite the existence of very considerable bureaucratic inertia. But the changes 
may well be slow and, for a long while, not wholly satisfactory.

Let me describe, therefore, as one important contribution to the resolution of 
the crisis that we face, a new institution that could serve as an example and a 
challenge to the older ones.

The fact that natural and social science are redefining themselves seems to cre
ate the opportunity for a new kind of institution that would combine the advantages 
of the open teaching and research environment of the university with the flexibility 
of interdisciplinary patterns in national laboratories and other dedicated research 
institutions.

What we propose is the creation here in Santa Fe of such an institute for re
search and for graduate and post-doctorate education in selected areas, based on 
novel principles and responsive to the trends in science and scholarship that we have 
just been discussing. The typical American university must provide instruction in 
a wide variety of fields for its undergraduates. Even an institute of technology with 
emphasis on science and engineering has numerous departments, especially in the 
humanities, that give service courses. A relatively specialized institute, such as we 
envision here, cannot provide the kind of general course work that an American 
undergraduate is supposed to require. Such an institute should not award a bache
lor’s degree. Even elementary graduate instruction of the conventional kind would 
give rise to problems. Usually there are departments in the traditional disciplines, 
each offering master’s as well as doctor’s degrees, and each scheduling a variety of 
full-length lecture courses in a great many sub disciplines. Professorial staff have to 
be hired to attend to all those courses.

We propose a quite different structure for the new institute, and we would like 
to hear your comments on it. Full-scale lecture courses would not be emphasized; 
teaching would be accomplished mostly in seminars and short series of lectures, 
but, above all, by means of apprenticeship and research. Only the Ph.D. would 
be awarded, typically in interdisciplinary subjects forming part of the research 
program, although not necessarily always. Advanced graduate students would be 
easily accommodated in such an institution. Beginning graduate students and even 
occasional students without a bachelor’s degree would be welcomed if they could 
dispense with the traditional array of long lecture courses covering the ground of 
each subject and dealing with material already available in books. We would hope 
that many of our students would have acquired as undergraduates an elementary 
background in natural science, mathematics, the social sciences, and some parts of 
the arts and humanities.
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In this way we hope that the Institute can do without the usual departments. 
Faculty members trained in particular subfields, and with strong interdisciplinary 
interests of particular kinds, could be selected without worry about having ail the 
other subfields of each particular discipline represented, because we would not try 
to offer a complete curriculum in that discipline.

Research groupings,which may change over time, would constitute themselves. 
Presumably, those research groupings would recommend to the faculty and admin
istration highly qualified candidates for new appointments. We need your advice on 
how this might work. Interdisciplinary appointments, which are often so difficult to 
make at universities with a traditional structure, would be encouraged. At a typical 
university, for example, an archeometer with a Ph.D. in chemistry would have a 
very difficult time being appointed either to the chemistry or to the archaeology 
department, in one case because he is doing the wrong research and in the other 
case because he has the wrong degree. Most archeometers have taken refuge in other 
places, for example, in the basements of museums.

I had a very interesting experience a few months ago visiting a great university 
where there is a famous Russian research center. After a little while I found myself 
dragged off to see the very amiable President of the University. The Director of the 
Center wanted me to help him persuade the President that the University should 
appoint a distinguished expert in Soviet economics, who would be immensely useful 
to the Russian research center. He is a very good Russian scholar and a very good 
economist, but he was not doing what the economics department thought was its 
highest priority, and he was not doing what the Russian history department thought 
was its highest priority, and so, neither department would appoint him. I believe 
that ultimately common sense won out in that case, but it does not always do so.

That kind of problem is apparently very widespread. It has its foundation in 
a real concern that lies behind the skepticism about academics seeking interdisci
plinary appointments. Faculty members are familiar with a certain kind of person 
who looks to the mathematicians like a good physicist and looks to the physicists 
like a good mathematician. Very properly, they do not want that kind of person 
around. In fact, our organization into professions, with professional societies, jour
nals, traditions, and standards of criticism, has much to be said in its favor, because 
it helps to safeguard excellence. Presumably some new patterns of setting standards 
are needed, and that is something we could well discuss.

It is important to recruit for the faculty of the institute some of those rare 
scholars and scientists who are skilled and creative in a variety of subjects. We hope, 
too, that among the graduates of the Institute there would be more of this kind of 
person. Of course, not all the graduates would be genuine polymaths, but we would 
hope to turn out graduates capable not only of solving particular problems, but of 
thinking and analyzing and especially synthesizing in a wide variety of contexts.

Ways will have to be found of encouraging teamwork among people of the most 
diverse backgrounds interested in the same emerging syntheses. Here it will be im
portant to haive some scholars with synthetic minds who can grasp the similarities, 
especially theoretical parallels and common applicable techniques, among the many 
subfields under discussion and also specialists (in a few remarkable cases, the same
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people, but in most cases different people) who are responsibly familiar with the 
structure and the properties and the observational or experimental facts of each 
subject.

One of the challenges that we face, in tackling subjects that involve mathemat
ics and natural science on the one hand and also social and behavioral science on 
the other, is that of marrying quite different intellectual cultures. The problem is 
exacerbated by the fact that many of the most mathematically sophisticated social 
scientists are those who are most attracted by the analyzable at the expense of the 
real. Fortunately, there are others who combine a concern with the crucial qualita
tive features of their subject matter with a receptivity to ideas from mathematics 
and natural science; and there are also natural scientists who are capable of learning 
about the complexities of human beings and their institutions.

There are some psychologists and pop psychologists who like to place people 
on a scale running from Apollonian to Dionysian, where, roughly speaking, Apol- 
lonians tend to favor logic, rationality, and analysis, while Dionysians go in more 
for intuition, feeling, and synthesis. In the middle are those tortured souls, the 
Odysseans, who strive for the union of both styles. The new institute would have 
to recruit a number of Odysseans to be successful!

You have read in our brochure about how we would have permanent faculty, 
tenure-track faculty, junior faculty, Ph.D. candidates, post-docs, visiting faculty, 
and nonresident fellows who would visit from time to time on a regular basis.

The research program of the Institute would include both experimental and 
theoretical work, which complement and reinforce each other. We would differ fun
damentally, therefore, from the Institute for Advanced Study in Princeton, for ex
ample, which has no experimental work, does not award degrees (although I believe 
it is allowed to), and does not have very much collaboration among different kinds 
of scholars. Experimental and observational work of very expensive kinds, such as 
high energy physics, astronomy, and oceanography, should probably not be under
taken, while use is made of cooperative arrangements with nearby observatories, 
laboratories, museums, industrial enterprises, and so forth.

I should mention that it is very tempting to consider adding future studies and 
policy studies to the material covered by the Institute. There is an urgent need 
to apply the skills of scholars and scientists to the problems facing communities, 
regions, nations, and the world. However, the nature of such policy studies, along 
with the mix of people necessary to do justice to them, is probably sufficiently 
different from that of the subject we have been discussing, that it would be better 
(and we need your advice and comments on this) to organize an autonomous and 
separately funded organization nearby that would concern itself with policy studies 
and speculation about the future. Such a nearby think tank, if it is created, could 
then employ selected faculty members, visitors, and students as consultants or part- 
time staff members, but it would also employ a number of distinguished full-time 
investigators experienced in policy studies and public affairs.

We describe in the brochure how after some five to ten years of growth, the 
personnel of the Institute would consist of so and so many professors and so and
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so many secretaries, and so and so many students, but we need your advice as to 
whether the numbers are reasonable and how to get from here to there.

The location of the Institute in this vicinity seems to provide a uniquely at
tractive cosmopolitan environment in a relatively unspoiled setting. (Of course, all 
buildings in Santa Fe look like this one, and the weather is always the way it is to
day!) Recruiting a superlative faculty and gifted students will be facilitated by this 
choice of location. George Cowan has described the proximity of Los Alamos, the 
radio and optical observatories of the Southwest, the museums and the Laboratory 
of Anthropology in Santa Fe. There is an emerging high technology research corri
dor in the Rio Grande Valley. It is also remarked in our propaganda that within a 
thousand mile radius lie the San Francisco Bay Area, the Rocky Mountain Region, 
Chicago, Minneapolis, St. Louis, and all of Texas. In any case, it may be, in an age 
of advanced communications and satellite television, that intellectual stimulation 
and the exchange of ideas will not require proximity to large urban agglomerations, 
and that we will be pioneering in that respect as well as others.

At the same time that we will be seeking very substantial funds for the endow
ment and trying to work out how such an institution could best be structured and 
governed, we will be starting up a program of intellectual activity by establishing 
so-called research networks. Now research networks have a relatively long history, 
as exemplified fifty years ago by Delbriick and Luria, who were supported, I believe, 
by the Rockefeller Foundation. One does not really invent such networks; to some 
extent they already exist as invisible colleges, colleges without walls, but one can 
discover and assist them and develop them further. The MacArthur Foundation 
has been experimenting with such networks for the last few years, particularly in 
supporting research in scientific fields relevant to mental health. A subject is chosen 
(for example, the psychobiology of depression) and some research groups from dif
ferent institutions are selected to participate in the network studying that subject. 
The groups and the individuals composing them represent a variety of disciplines, 
and the groups are chosen for the compatibility and complementarity with one an
other as well as for their excellence, so that they are able to function in a pattern of 
collaboration. The Foundation helps the groups to communicate with one another 
by telephone and by computer mail, by means of conferences and summer studies, 
and by exchanging post-docs as well as data, samples, information about methods, 
and so forth. It is hoped that the research network can then carry out an integrated 
attack on the problem it is studying.

In a somewhat analogous way, our Institute, if it can obtain operational funding, 
can start very soon to set up research networks for studying some of the emerging 
interdisciplinary syntheses we have been discussing. For each network, composed of 
individuals and research groups at various institutions, we will provide computer 
links and a budget for other kinds of communication, including meetings here in 
Santa Fe, probably short ones during the academic year and workshops lasting 
for weeks in the summer. The central headquarters here would be responsible for 
arranging the details.

During the early phase of operation of the Institute, there would be only a small 
faculty here. As academic members of the Institute begin to appear in Santa Fe (at
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first mostly non-resident fellows and others on leave from institutions elsewhere), 
there would be a few scientists and scholars representing each network locally and 
enhancing its cohesion.

What would be the relation of the network activity of the Institute to the 
existing academic and industrial organizations to which we all belong? The network 
activity could only be a benefit to those organizations and to their members and, 
if iL proceeds as we hope, it would greatly facilitate the research of participants, 
wherever they are. At the same time, it would strengthen the nascent Santa Fe 
Institute. In fact, if we consider the two operations, building the networks and 
establishing the permanent Institute, we see that each is very valuable in itself and 
also that they are mutually beneficial.

As the permanent Institute gradually comes into being, there is no reason to 
believe that the networks will cease to operate. Assuming they are successful, they 
should presumably continue indefinitely and constitute one of the principal modes 
of operation of the Institute, adding strength to it, and also to many of the leading 
academic organizations in this country and to some abroad. In the long run, some 
of those institutions may be taxed by having one or two of their faculty members 
lured away, and an occasional bright student, but in exchange for that tax they 
would be provided with a very valuable service.

One of the most important questions that we have to address is this: Why not 
try to accomplish some of our objectives by adding to the activities of an existing 
university and saving the cost of creating a new institution? Well, I think that the 
national response to the challenge of the emerging syntheses will consist in great 
part of steps taken by the universities. They have already begun to respond to a 
considerable extent. But the form of the response, as I indicated before, is not likely 
to be adequate for a long time.

Let me poke a little fun at the universities and institutes of technology. The 
typical response of a university to the emergence of a new interdisciplinary subject 
is to set up a Center in an old Victorian house or a little shed left over from the 
First or Second World War, funded with soft money and treated to some extent like 
a stepchild. Wonderful results often emerge from these dilapidated structures, but 
some of the most talented researchers are not in permanent positions, have little 
influence on teaching policy, and are far removed from the centers of influence in 
the institution. Of course, a senior faculty member who has distinguished himself 
in a particular profession and made a great reputation can afford to shift to a new, 
interdisciplinary subject. He can sometimes get funding, although that is not very 
easy. However, the younger people who want to work on the new subject may have 
great difficulty furthering their careers, unless they wish to spend years becoming 
famous in some old-fashioned field.

It will be a slow and difficult process for each university to change from its 
old message, “Learn a traditional subject and stick to it,” to the new message, 
“It is all right to learn how to make connections among different subjects.” We 
would like to create here in Santa Fe at least one institution that is free from 
the drag exerted by past specialization and the tyranny of the departments, an 
institution that would encourage faculty, students and young researchers to make
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connections. The message, that it is all right to think about the relations among 
different approaches to the world, may then spread more readily to the world at 
large: to the universities, the technical institutes, and even to the primary and 
secondary schools, where innumerable opportunities to point out connections are 
wasted every day. Thank you.
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Spin Glass Hamiltonians:
A Bridge Between Biology, Statistical 
Mechanics and Computer Science_____

A remarkable number of fields of science have recently felt the impact of a devel
opment in statistical mechanics which began about a decade ago1 in response to 
some strange observations on a variety of magnetic alloys of little or no technical 
importance but of long-recognized scientific interest.2 These fields are:

1. Statistical mechanics itself, both equilibrium and non-equilibrium;
2. Computer science, both special algorithms and general theory of complexity;
3. Evolutionary biology;
4. Neuroscience, especially brain modelling;
5. Finally, there are speculations about possible applications to protein struc

ture and function and even to the immune system.

What do these fields have in common? The answer is that in each case the 
behavior of a system is controlled by a random function of a very large number of 
variables, i.e. a function in a space of which the dimensionality is one of the large, 
“thermodynamic limit” variables: D —► oo. The first such function of which the 
properties came to be understood was the model Hamiltonian

N
H = 5 2  Jij S iS j  (1)

Emerging Syntheses in Science, 1987 17



1 8 Emerging Syntheses in Science

(Jij is a random variable, P ( J i j ) a e ~ J , S» a spin variable attached to si
i) introduced1 for the spin glass problem. This Hamiltonian has the property 
“frustration” named by G. Toulouse3 after a remark of mine, which roughly spea 
ing indicates the presence of a wide variety of conflicting goals. A general definitic 
suitable for a limited class of applications has been proposed:4 imagine that tl 
“sites” i on which the state  variables reside constitute the nodes of a graph repr 
senting the interactions between them —simply a line for every Jij in the case 
(1), for instance. Let us make a cut through this graph, which will have a certa 
area A(oc N d~ x in case the graph is in a metric space of dimension d). Set ea< 
of the two halves in a minimum of its own # ,  normalized so th a t H  oc N .  The 
reunite the halves and note the change in energy A H .  If the fluctuations in A 
are of order y / A } H  is “frustrated” ; if they can be of order A —as in (1), they w 
be if the J  are all of the same sign—it is “unfrustrated.” The dependence on V 
means tha t when the interactions within a block of the system are relatively sati 
fled, those with the outside world are random in sign; hence, we cannot satisfy z 
interaction simultaneously.

A decade of experience with the spin glass case has demonstrated a numb* 
of surprising properties of such functions as H .  As the Hamiltonian of a statistic 
mechanical system, for most dimensionalities it has a sharp phase transition in tl 
N  —► oo l i m i t 1. At this transition it becomes non-ergodic in that different regioi 
of phase space become irretrievably separated by energy barriers which appear i 
be of order N p where p  is a power less than unity.5 As the tem perature is lower € 
these regions proliferate, exhibiting an ultram etric m ultifurcation.6 It is suspecte 
that the number of such regions at or near the minimum (ground state) of j 
has no entropy (not of order e^ ) , but may be exponential in some power of J 
Many unusual properties of the response functions, and some strange statistic 
mechanical and hysteretic behaviors, have been explored at length. Recent woi 
has generalized the Hamiltonian (1) and also shown that even first-order phau 
transitions may occur for some models.

In computer science, there are a number of classic optimization problems whic 
have been studied both as objects for heuristic algorithms and as examples for con 
plexity theory. These include the spin glass itself (sometimes under other names 
the graph partition problem (which can be transformed into a spin glass), graph co 
oring (close to a Potts model spin glass), the Chinese postman (in some cases equr 
alent to a spin glass) and the famous travelling salesman (Design a tour throug 
N  cities given distances dt;*, of the minimum length L  =  £ )d ij) .  As I indicate* 
several of these are spin glasses—there even exists a very inefficient transformatic 
due to Hopfield7 T S  <=> spinglass—and all are well-known N P -complete—i. 
hard—problems, of which it is speculated that no algorithm will solve the gener. 
case faster than O  (eN).

On the level of heuristic algorithms, Kirkpatrick8 has suggested that the pr< 
cedure of annealing using a Mitropolis-Teller Monte Carlo statistical mechani* 
algorithm may be more efficient for some of these problems than the convention, 
heuristics. In any case, the knowledge th a t a “freezing” phase transition exists an
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that, for values of the function below freezing, one may be stuck forever in an un
favorable region of phase space, is of great important to the understanding of the 
structure of such problems. To my knowledge, the computer science community 
only knew of freezing as a bit of folklore, and has not yet absorbed its fundamental 
importance to the whole area—which includes great swatches of problem-solving 
and AI. Incidentally, a workshop at BTL came up with the limited but interest
ing conclusions that (a) simulated annealing works; (b) sometimes—not always—it 
beats previously known heuristics.9

Equally important should be the knowledge that there is a general theory of 
average properties of such problems, not limited to the mathematicians’ type of 
worry over worst cases, but able to make statements which are overwhelmingly 
probable. For instance, we also know analytically the actual minimum energy to 
order N  for “almost all” cases of several kinds of spin glass. A student (Fu) and I 
have an excellent analytic estimate for the partition problem on a random graph, 
etc. We also can hope to achieve a real connection between algorithmic solution 
and non-equilibrium statistical mechanics: after all, the dynamic orbits of a system 
are, in some sense, the collection of all paths toward minimum energy, and, hence, 
of all algorithms of a certain type (D. Stein is working on this).

In evolutionary biology, we can consider the fitness—the “adaptive landscape” 
as a function of genome to be just the kind of random function we have been 
talking about. The genome is a one-dimensional set of sites % with 4 valued spins 
(bases) attached to the sites, and the interaction between the different sites in a 
gene is surely a very complicated random affair. In the work of Stein, Rokhsar and 
myself,10 we have applied this analogy to the prebiotic problem, showing that*it 
helps in giving stability and diversity to the random outcomes of a model for the 
initial start-up process. Here we see the randomness as due to the tertiary folding 
of the RNA molecule itself.

G. Weisbuch has used a spin glass-like model for the evolutionary landscape11 
to suggest a description ofspeciation and of the sudden changes in species known as 
“punctuated equilibrium.” Most population biology focuses on the near neighbor
hood of a particular species and does not discuss the implications of the existence 
of a wide variety of metastable fixed points not far from a given point in the “land
scape.”

In neuroscience, Hopfield12 has used the spin-glass type of function, cdong with 
some assumed hardware and algorithms, to produce a simple model of associative 
memory and possibly other brain functions. His algorithm is a simple spin-glass 
anneal to the nearest local minimum or pseudo-“ground state.” His hardware mod
ifies the Ji/s  appropriately according to past history of the 5 t ’s, in such a way that 
past configurations S  = {5,} are made into local minima. Thus, the configuration 
{5t } can be “remembered” and recalled by an imperfect specification of some of its 
information.

Finally, for our speculations for the future. One of these concerns is biologically 
active, large molecules such as proteins. Hans Frauenfelder and his collaborators 
have shown that certain proteins, such as myoglobin and hemoglobin, may exist 
in a large number of metastable conformational substates about a certain tertiary
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structure.13 At low temperatures, such a protein will be effectively frozen into one 
of its many possible conformations which in turn affects its kinetics of recombina
tion with CO following flash photolysis. X-ray and Mossbauer studies offer further 
evidence that gradual freezing of the protein into one of its conformational ground 
states does occur. Stein has proposed a spin glass Hamiltonian to describe the distri
bution of conformational energies of these proteins about a fixed tertiary structure 
as a first step toward making the analogy between proteins and spin glasses (or 
possibly glasses) explicit. In any case, this field presents another motivation for the 
detailed study of complicated random functions and optimization problems con
nected with them. Yet another such area is the problem of the immune system and 
its ability to respond effectively to such a wide variety of essentially random signals 
with a mechanism which itself seems almost random in structure.
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Macromolecular Evolution: 
Dynamical Ordering in Sequence Space

ABSTRACT
Evolution of self-replicating macromolecules through natural selection is a dynam
ically ordered process. Two concepts are introduced to describe the physical regu
larity of macromolecular evolution: sequence space and quasi-species. Natural selec
tion means localization of a mutant distribution in sequence space. This localized 
distribution, called the quasi-species, is centered around a master sequence (or a de
generate set), that the biologist would call the wild-type. The self-ordering of such a 
system is an essential consequence of its formation through self-reproduction of its 
macromolecular consti tuents, a process that in the dynamical equations expresses 
itself by positive diagonal coefficients called selective values. The theory describes 
how population numbers of wild type and mutants are related to the distribution 
of selective values, that is to say, how value topography maps into population to
pography. For selectively (nearly) neutral mutants appearing in the quasi- species 
distribution, population numbers are greatly enhanced as compared to those of 
disadvantageous mutants, even more so in continuous domains of such selectively 
valuable mutants. As a consequence, mutants far distant from the wild type may 
occur because they are produced with the help of highly populated, less distant pre
cursors. Since values are cohesively distributed, like mountains on earth, and since 
their positions are multiply connected in the high-dimensional sequence space, the
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overpopulation of (nearly) neural mutants provides guidance for the evolutionary 
process. Localization in sequence space, subject to a threshold in the fidelity of re
production, is steadily challenged until an optimal state is reached. The model has 
been designed according to experimentally determined properties of self-replicating 
molecules. The conclusions reached from the theoretical models can be used to 
construct machines that provide optimal conditions for the evolution of functional 
macromolecules.

Keywords: Molecular Quasi-species, Value Topology, Mutant Population, Op
timization, Evolution Experiments

1. LIFE, A DYNAMICALLY ORDERED STATE
A living system is the prototype of a highly complex, dynamically ordered state. 

In view of its complexity we are led to ask about the way in which such an ordered 
state could achieve optimal functional efficiency. The main point of my contribution 
will be to indicate that optimization in biology is a physical regularity associated 
with natural selection. It is not something that just occurred accidentally. There 
are principles related to precise physical conditions under which optimization of 
complex, dynamically ordered states is possible.

The complexity we want to consider appears already at the lowest functional 
level in molecular biology. Let us focus on a small protein molecule made up of a 
hundred amino acid residues. Twenty classes of natural amino acids account for 
20lo° «  1013° alternative sequences of this length that involve quite a spectrum 
of different functional types and efficiencies. In fact, the huge majority of these 
sequences does not represent any useful function. Nevertheless, the set as a whole 
includes all possible functions that are typical for proteins in living organisms and 
many more that have not yet been materialized in nature. Numbers as large as 1010° 
or 10loo° simply escape our capability of imagination. The whole universe comprises 
a mass equivalent to “only” 1080 protons or to about 1076 protein molecules of the 
mentioned size.

Considering any enzyme molecule, we encounter usually optimal catalytic per
formance. Each single physical step fits into the complex overall mechanisms so as 
to allow the reaction to proceed with the highest possible rate. This performance 
represents an optimal compromise between specificity and speed, or in other words, 
between selective binding of the substrate and its turnover including association and 
dissociation of both substrate and product. For instance, the turnover numbers of 
some hydrolytic enzymes reach orders of magnitude as high as 105 to 106 [sec"1]. 
In such reactions, protons which must dissociate from acidic groups having pK  
values around 7 are shuffled around. Recombination of protons with such groups 
is diffusion controlled, yielding rate constants of 1010 to 1011 [M~l sec"1]. For p K - 
values of 7, the maximum rate constants for dissociation then are of the order of
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FIGURE 1 The active centre of a-chymotrypsin (according to ref. 2). The catalytic 
charge relay system includes hydrogen bonds between O7 (ser 195) and N €2 (his 57) 
as well as between A^1 (his 57) and O62 (asp 102), the numbers referring to the 
positions in the polypeptide chain. The centre is further fixed by hydrogen bonds 
between O62 (asp 102) and O7 of a serine at position 214 and between O61 (asp 102) 
and the amido-AT of his 57. The three points specified by O7 (ser 195), O62 (asp 102), 
and the center of the imidazole ring (his 57) form a plane which also contains the antici
pated position of the peptide or ester substrate to which a proton is to be transferred in 
the catalytic process. The same charge relay system is found in subtilisin, the primary 
sequence of which shows no kinship relation to that of chymotrypsin. The subtilisin site 
involves a hydrogen bond between Oy of ser 221 and N e2 of his 64, another one 
between N 61 of his 64 to O62 of asp 32 and a third one between O62 of asp 32 and 
O7 ser 33. These atoms again lie in a plane with the imidazole ring (deviations <  0.2 
A). The similarity to the H-bond network at the active centre of chymotrypsin is evident, 
but the sequence positions of the involved amino acid residues are entirely different, 
and the lack of homology between the two sequences indicates convergent evolution to 
an optimal active centre.
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magnitude of 103 to 104 [sec” 1]. H-bond connections among cooperating side chains 
may speed up these rates by one to two orders of magnitude. Hence, overall turnover 
numbers of 105 to 106 sec” 1 indeed represent an upper limit of physically possible 
efficiency.

Before approaching the problem of optimization we have to ask whether there 
is really only one optimal state for any functional protein. The answer is clearly no. 
Sequence analysis of proteins at various phylogenetic levels (e.g., cytochrome c1) 
reveals differences that in many cases exceed 70%. Thus a given enzyme optimal in 
one organism can differ in more than 70% of its amino acid residues from another 
enzyme catalyzing the same reaction most efficiently in a different organism.

Another striking example is the independent evolution of the same active site 
in entirely unrelated sequences, as is known for chymotrypsin2 (figure 1), a pan
creatic enzyme typical of higher organisms, and subtilisin, a proteolytic enzyme 
produced by microorganisms, such as Bacillus Subtilis.3 There is no sequence ho
mology among these two enzymes and yet the two different chains are folded so 
as to yield practically identical charge relay systems at their active sites. Hence 
the optimal solution to a catalytic problem has been achieved twice in the same 
manner, yet via entirely independent evolutionary routes.

Moreover, site-directed mutagenesis as effected by modern genetic technology 
has opened a way to study systematically the functional consequences of substitu
tions of amino acids in a given enzyme. It turns out that many of the produced 
mutant phenotypes are as efficient as the wild-type enzymes, the loss in “functional 
value” being within a few percent.

This kind of continuity in value distribution is something we are familiar with 
in our surroundings. If we consider the heights of geometrical points on the surface 
of the earth, we see continuity rather than random distribution. Mainly we find 
connected planes and mountainous regions, and only in a very few places do heights 
change (almost) discontinuously. By analogy, if one would change the histidine 
at position 57 in chymotrypsin (figure 1), one would damage sensibly the active 
site and probably lose all functional efficiency, whereas changes at many positions 
outside of the active site will be of much lesser consequence. The value landscape 
of proteins is related to the folding of the polypeptide chain and—except for a few 
strategic positions— sequence similarities will also map into functional similarities. 
Thus, in the landscape of values, we must be aware of the presence of many peaks 
that are interconnected by ridges. Yet there remains a problem for evolutionary 
optimization. Let us assume that by optimal folding of different polypeptide chains
one could produce a large number of different enzyme molecules that are virtually 
equally efficient in catalyzing a given reaction. However large this number may be 
on absolute grounds, it will be negligibly small as compared to numbers of the order 
of magnitude 10100 to 10loo°. In order to reach any of these optimal sequences by 
starting from random precursors one needs guidance; otherwise one gets hopelessly 
lost in the huge space of mutants. Darwin’s principle of natural selection explains 
the existence and prevalence of optimal enzymes, but it does not yet show how 
optimization actually was achieved in nature.
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2. THE CONCEPT: SEQUENCE SPACE
In view of the hyper astronomical orders of magnitude of possible sequences, 

we need an appropriate space for their representation. Our three-dimensional geo
metrical space is neither sufficient to accommodate within reasonable limits such 
big numbers nor does it offer any suitable way of representing correctly the kinship 
relations among the various sequences. What we need is a space that allows us 
to construct continuous evolutionary routes in which kinship distances (i.e., Ham
ming distances between related genotypes) are correctly reflected. How this can be 
achieved is shown in figures 2 and 3. We thus need a point space where the number 
of dimensions corresponds to the number of positions in the sequences which here 
for simplicity are assumed to be of uniform length. For binary sequences each coor
dinate consists of two points assigned to the two alternative binary digits. For the 
sequence space of nucleic acids, each coordinate is to be assigned four equivalent 
points representing the four possible occupations: G, A, C, T  (or U). This concept 
of representing genotypes by a point space was first introduced by I. Rechenberg4 
and later applied also by R. Feistel and W. Ebeling.5

What do we gain by such an abstract concept? Apart from the fact that only in 
this high-dimensional space are mutant distances correctly represented, we realize 
that despite the huge number of states that can be accommodated in such a space, 
distances remain relatively small. Moreover, as figure 3 shows, the connectivity

a b c

FIGURE 2 The correct representation of kinship distances among sequences of length 
v  can only be achieved in a j^-dimensionalpoint space. Three examples of binary 
sequences are shown: (1) u = 2, (b) v = 3, (c) v = 4. If four digit classes (e.g., four 
nucleotides) are involved, each axis has four equivalent positions. Case b (i/ =  3) then 
would be represented by a 4x4x4 cube comprising 64 state points.
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FIGURE 3 The enormous increase of connectivity among states with increasing dimen
sion is shown for a binary sequence with i/ = 6 positions. The fat lines refer to a 
sequence with only 5 positions. While the number of states increased with T , the num
ber of shortest possible routes between the two extreme states increases with (u\). The 
diagram may be viewed also as a mutant region within a high-dimensional sequence 
space {y large). In this space there may exist highly interconnected regions of this kind 
that show high selective values and therefore become preferentially populated.

among the various states greatly increases with increasing dimension. Hence the 
chances to get stuck on a local peak greatly diminish, especially if jumps (i.e. 
multiple mutations) are possible.

The enormous reduction of distances at the expense of a (moderate) increase 
in dimensions pays off only if biassed random walk processes (i.e. processes that 
are guided by gradients) are to be dealt with. This may be seen from the ex
ample represented in figure 4, where an unbiassed diffusion-controlled encounter
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FIGURE 4 Encounter between particles A  and B through random walk. Particle A  is 
fixed in the centre of its territory, i.e., the volume %  available to each single particle A 
(given by the reciprocal particle concentration of A). Particle B  then describes a motion 
relative to A  that is characterized by the sum of both diffusion coefficients: Da +  Db ■ 
Da b • The distance between A  and B  at an encounter is cUb « r^-f tb where r^and r# 
are the radii of the sphere-like particles A  and B. One may describe the encounter by 
the flux of point-like particles B  into a sink which is represented by a sphere with the 
radius DAb - The stationary solution of the diffusion equation in polar coordinates yields 
tib/ tib *  4nDABdAB/VA- Dab  may be expressed as d2AB/6rAB where tAb  then is 
the average time required for scanning the volume vAb -  47rd^B/3  by diffusional 
motion. The average time required for a single encounter between the two particles A 
and B then is 2tAb Va / v a b> 2tAb »the time involved in scanning the volume
element vab by 3-dimensional diffusional motion, times the number of such volume ele
ments that fit the total territory of A , the volume Va*
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between two particles A  and B  is considered. The time required for each particle 
B to  encounter a target particle A  is given by twice the time required for diffusional 
motion over the encounter distance d^B  (i.e. the radius of the spherical sink within 
which A  and B  have to meet for an encounter to be complete) times the ratio of 
the two volumes, i.e. the total volume Va to be scanned by diffusive motion of 
particle B  and the target volume vab• This ratio, so to speak, is the number of 
volume elements which on average have to be scanned through by particle B  before 
the target is reached. If the target were a lattice point and if motion were effected 
through hopping among lattice points, the time is simply twice the time required 
for hopping from one point to the next times the number of lattice points of the 
territory of each particle A. This trivial result also applies to higher dimensional 
spaces. In an unbiassed random walk process, the time to reach a particular point 
is proportional to the number of points that have to be scanned. Hence reduction 
of distances through increase of dimension is of no help in this case.

Selection, however, is a biassed process, as will be shown in the following sec
tions. For such a biassed process, decrease of distance and increase of connectivity 
are of great assistance in reaching a particular target. Even in the unbiassed ran
dom walk, it doesn’t take much time for the system to travel over relatively large 
distances and thereby get into an entirely new environment. Our task is now to 
find out how sequence populations are distributed among sequence space, how they 
localize and how they approach particular targets.

3. THE CONCEPT: QUASI-SPECIES
At the time when Darwin formulated his principle of natural selection as “sur

vival of the fittest,” there was no way to define “fittest” other than by the fact of 
survival. Therefore one argued that Darwin’s principle might be a mere tautology,
i.e., “survival of the survivor.” Population genetics in the first half of this century 
corrected this misconception by showing that competitive growth can be formally 
described by means of differential equations, the solutions of which can simulate 
“natural selection.” In these equations a combination of dynamic parameters ap
pears which is decisive for the outcome of competition and which therefore was 
called “selective value.” This quantity is related to inheritable properties which 
express themselves phenomenologically through fecundity and mortality of the in
dividual characters.

Nevertheless, Darwin’s principle in its simple form poses a problem. It postu
lates a relation between population parameters (survival means non-zero population 
numbers) and a value parameter (as expressed by the term “fittest”). It is this cor
relation between population and value topology that we have to analyze in more 
detail. How is value topology mapped into population topology? Does this correla
tion provide a continuous route of evolution to the highest peaks in value space?
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The biologist usually identifies with the term “fittest” the wild type of a given 
population. If—even under ideal selection conditions—the wild type were the only 
survivor, we would run into a serious problem with regard to optimization. In a 
fairly early stage, the evolutionary process would have stopped on a quite minor 
foothill in value space. The existence of any monotonically rising route from such 
an initial foothill (corresponding to an initially poorly-adapted wild type) to any of 
the high mountain regions in value space that correspond to an optimally adapted 
phenotype (as encountered in any present living organisms) would not.be very likely.

Apparently we must look more closely at the population numbers in the mutant 
distribution which might provide guidance for further adaptation. Mutants are at 
first produced with frequencies that correspond to their kinship relation to the 
wild type. These mutants, however, do reproduce themselves, and their population 
numbers finally depend not only on their kinship relation to the wild type but also 
on their own selective values relative to that of the wild type. These mutants, if 
appearing in large numbers, will again produce mutants that are rated according to 
their selective values. Any cohesive structure of this distribution then will provide 
guidance for the evolutionary process.

Before discussing the consequences of this guidance by cohesive value land
scapes, let me review in a comprehensive form the mathematical formalism of a 
concept we have called: quasi-species.6

Let rii be the population number of species i and wa a positive diagonal coeffi
cient which implies that species i during its lifetime produces an excess of entirely 
correct copies of itself (i.e., it reproduces correctly faster than it dies). In addition, 
species i is formed, through erroneous copying, by closely related mutants k. The 
magnitude of the off-diagonal coefficients Wik depends on the reproduction rates of 
the mutants k and their kinship distances to species i. Close relatives therefore will 
have large, corresponding, off-diagonal coefficients while distant relatives will have 
comparatively small ones. The rate equations then read:7

hi(t) =  Wnrii{t) +  2̂ Wiknk{t) +  0i (1)
k*i

0< being a flow term controlling the constraints. We are interested in the relative 
population numbers of species:

-.-CO =
E t  »»*(*)' (2)

Accordingly the derivative of the sum (J2k «*(<)) enters eq. ( 1) defining an average 
productivity

E ( t )  =
2-/Jb nk

If the flow term 0, is linearly related to X(, this term simply drops out.

£ ( , ) °  Ei f f  <3>
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Hence in relative population coordinates, eq. (1) reads:

i i ( t )  =  -  E (t)}x i( t )  + ^  wikx k(t) (4)

This equation contains a threshold term that is given by the average production 
E(t). Furthermore, according to the definition of we have = 1 an<̂

=  Eq. (4) ls inherently nonlinear since E(t)  depends on all X{. The 
threshold nature already shows that selection as a relative redistribution of the 
population results as a consequence of self-replication (i.e. of the existence of a 
positive term wuXi.

B. L. Jones et al.8,9 have shown that using the time dependent transformation

Zi( t )  =  X i ( t ) e x p  ^  J £ (r )d r^  , (5)

eq. (4) can be written in the linear form

*<(o =  Y L wikZkW
k

By means of eq. (5) and the solutions of eq. (6), one can construct a set of 
variables yt* (with J2k VkW = 1)> which are some kind of normal modes of the 
x-variables and which evolve according to

y,(<) =  {A, -! (< )}  W(f) (7)

with A,* being the eigenvalues of the matrix W  =  (Wij and A(t) being their average

x(o  =  = E(t). (8)

All modes belonging to an A; larger than the average A(t) will grow up while 
those with At- < A(t) will die out, thereby shifting the average (8) to larger values 
until it finally matches the maximum eigenvalue Am in the system:

lim t-+oo E( t )  — ► A m (9 )

In most cases the largest eigenvalue will be the maximum diagonal coefficient up 
to a second-order perturbation term J2k(wm k^km /Wmm -  Wkk) and corresponding 
higher order terms.

The extremum principle (9) supposes the existence of a largest eigenvalue Am. 
Let the mean copying accuracy of a single digit be q and let the sequences be 
comprised of v  nucleotides. Then each generation will produce only the fraction q u 
of the correct copies (q originally is a geometric mean which matches the arithmetic
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mean if all individual q-values are sufficiently close to one). The wild type m  to 
which the maximum eigenvalue (Am) refers has to be more efficient in reproduction 
in order to make up for the loss caused by error production. Otherwise the error 
copies would accumulate and cause the wild- type information to disappear. Hence 
a threshold relation for the copying fidelity exists which can be written as

wmr  > i. (io)

The precise form of Wm follows from relation (9). In the simplest case (homogeneous 
error rate, negligible death rate) crm is the ratio of the wild-type reproduction rate 
to the average reproduction rate of the rest. It follows immediately from eq. (10) 
that there is also a threshold for a maximum sequence length: vmax for which the 
important relation

Vmax = l^^m/(l Q.m) (H)

holds. The information content of a stable wild-type is restricted, the upper bound 
being inversely proportional to the average single-digit error rate (1 — qm)-

If, for instance, a polynucleotide chain reproduces with 1% error rate, then the 
sequence must not be much larger than about one hundred nucleotides (depending
on 1 ruTm) in order to preserve its information indefinitely.

The above relations are based on the validity of the approximations of second- 
order perturbation theory. How small the higher order terms actually are, may be 
demonstrated with a simple example. Consider a homogenous constant error rate 
1 — q and homogenous replication rates w** < wmm. The probability to produce 
a mutant k having d substitutions (d =  dmk being the Hamming distance between 
wild type m  and mutant k) amounts to

(12)

The error class belonging to the Hamming distance d comprises

^ = (d)(K- 1)d <13)

different sequences (k =  4 is the number of digit classes, i.e., the four nucleotides 
of A, U, G and C).

Hence the probability to produce a given mutant copy with Hamming distance
d is:

P _  Qd _ ^ ( ? 1 - u d
P i - l h - q \ T T T /  (H )

The second-order perturbation expression of Am then can be written as
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wmm ~~ wkk
WmkWkm A  ( r 1 - ! ) 2"

d j  (K -  l )d(<7- 1)

(<r =  wmm/w kk, where Wkk has been assumed the same for all mutants). For all

term (i.e., d =  1). This term then amounts to v(q~l — l )2/(«  — l)(cr — 1), which 
for (1 — q) «  1 j v  (error rate (1 — q) «  (q~l -  1) adapted to threshold v  «  vmax)

remains small compared to cr — 1, or, with an error rate of 10~3, adapted to the 
information content of a typical gene, an average advantage of the wild type over its 
mutant spectrum of only one percent in replication rate would be sufficient for the 
approximation to be valid. The second-order perturbation theory result therefore

in sequence space.
However, there is a principal difficulty involved in the above treatment if it 

is applied to an evolutionary process. Assume we have a continuous distribution 
of selective values f ( w )  for the mutant spectrum. Then the fitness values of in
terest are just those which are close to or even identical with that of the wild 
type, since evolution will proceed through those mutants, including neutral ones, 
and it is very likely that there are almost continuous routes via those mutants 
up to the selectively advantageous copies. These, upon appearance, will violate 
the threshold relation and destabilize the former wild type. A neutral mutant, al
though it may be quite distant from the wild type, will violate the convergence 
of the perturbation procedure due to the singularities resulting from denominator 
terms wmm — Wkk =  0. J. S. McCaskill10 therefore has extended the deterministic 
analysis of the quasi-species model by renormalization of the higher-order perturba
tion solutions. He showed that also for continuous distributions of replication rates, 
a localization threshold exists that is independent of population variables and con
firms relation (11) for the appropriate conditions of application of second-order 
perturbation theory. Moreover, it predicts a localization of a stable distribution in 
the space of mutant sequences even in the presence of mutants arbitrarily close in 
exact replication rate to the maximum, i.e., to the wild-type value. The threshold 
relation, of course, depends on the nature of the distribution f{w).  It has, however, 
the general form of eq. (11), where In <rm now is replaced by a term which is typical 
for the assumed distribution and number of sequences sampled, but independent of 
population variables. In any case for physically reasonable distributions, the term 
replacing In <7m (according to J. S. McCaskilFs estimates) remains below five or 
six.

cases in which the total sum is small compared to 1, it can be replaced by its first

leaves with k =  4: 1 — q/Z{<r — 1). Hence the approximation is valid if the error rate

should apply to most practical cases, especially if mutant distributions are localized
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4. SOME EXPERIMENTAL RESULTS
It may be worthwhile to mention now some experiments which confirm the 

relations given above. Those experiments have been carried out under appropriate 
conditions for which the quasi-species model is valid.

Ch. Weissmann and coworkers11 by site-directed mutagenesis prepared defined 
mutant RNA sequences of the genome of the bacteriophage Q p , an RNA virus that 
uses E. coli as its host. Comparative measurements of the replication rates of the 
mutants and the wild type and determination of the time lag for revertant formation 
in vitro and in vivo allowed them to determine the error rate.12 They found a value 
of 3 x 10”4 for (1 — q) and one may estimate from their data a crm-value of 4. 
The determined length of 4200 nucleotides for the genome of the phage Qp13 then 
lies within the error limits of the threshold length vmax =  In 4/3 x 10”4 «  4500 
nucleotides. The theory states that, if the actual length is close to the threshold 
length, wild type becomes only a minor fraction of the total population. By cloning 
single mutants and determining their fingerprints, Weissmann and coworkers could 
show that these implications of theory are fulfilled. They found wild type to be 
present to an extent of less than about 5% of the total population.11

Competition experiments between variants of RNA molecules that can be repli
cated by the enzyme Qp-replicase have been carried out by Ch. Biebricher, et al.14 
Those experiments were based on careful kinetic studies establishing the range of 
exponential growth to which the ansatz of the quasi-species model applies. Kinetics 
were studied experimentally, by computer simulation and by analytical theory. The 
results are published in detail elsewhere.15’16 These studies on real self-replicating 
macromolecules confirm the essential kinetic properties on which the quasi-species 
model was based. The data show quantitatively how selection among unrelated 
species occurs, and that the resulting survivor builds up a mutant spectrum, as is 
suggested by the model. An evaluation of data which were obtain by S. Spiegelman 
and coworkers17’18 shows that mutants with selective values close to that of the wild 
type do exist and cause strong biasses on the population numbers in the mutant 
distribution.

5. THE OPTIMIZATION PROBLEM
Before going on, let us briefly review the situation. We have started from the 

concept of a ^-dimensional sequence space, a space of points each of which rep
resents one of the 4" possible polynucleotide sequences of length v  in such a way 
that kinship distances among all sequences are correctly represented. Each of the 
sequences is characterized by a selective value, a combination of kinetic constants 
that describes how efficiently a particular sequence reproduces and thereby is con
served in the evolutionary competition. The selective values, of course, depend on 
environmental conditions. Given the distribution of selective values, we have then
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asked how sequences are populated accordingly and, in particular, what the condi
tions for localization of a distribution in sequence space are.

For that purpose we have introduced the concept of a concentration or popula
tion space made up of coordinates that relate to the relative population variables X{ 
of various sequences. In fact, in the deterministic model we consider only the sub
space of those sequences which are present with non-zero population numbers and 
for which the kinetic equations are to be solved. It was shown that under certain 
conditions such a distribution starting from arbitrary initial population numbers 
approaches a steady state corresponding to a localized distribution in sequence 
space centered around the most viable sequence or a degenerate set of such se
quences. Localization depends on the maintenance of a threshold condition which 
can be violated by the appearance of a more viable new sequence. The (meta-)stable 
localized distribution was called a quasi-species.

Note that with this procedure we have only answered the question how a par
ticular value distribution under constant environmental conditions maps into a 
population distribution. Localization of the population in sequence space may be 
called “natural selection,” the target of which is not one singular sequence any more 
but rather the particular distribution we have called a quasi-species. This difference 
from the usual interpretation of natural selection will turn out to be instrumental 
in solving the optimization problem. If natural selection were to mean that essen
tially only the wild type is populated while mutants occasionally appear on a more 
or less random basis, the evolutionary process indeed would get stuck in the local 
environment of a value hill for which the distance to the next higher hill may be too 
large to be bridged by random mutation. If, on the other hand, natural selection 
includes, besides the wild type, mutants that are fairly far apart from the wild type 
and, if these are potential precursors of better adapted wild types, then guidance of 
the evolutionary process in the direction of favourable mutants becomes possible. It 
is immediately seen that such guidance would require first that mutant population 
critically depends on the various selective values and that distribution of selective 
values in sequence space is not completely random but rather somewhat cooperative 
or cohesive.

The next step therefore is to analyze in some more detail the population struc
ture of a mutant distribution. Eq. (14) describes the probability Pd according to 
which a particular mutant with Hamming distance “d” is produced by the wild type. 
If those mutants did not reproduce themselves, the mutant distribution would sim
ply have this form corresponding to a Poissonian (or more precisely: a binomial) 
distribution of the mutant classes according to eq. (12). As was shown with the ex
ample of a gene consisting of about 103 nucleotides, the probability for producing, 
e.g., a particular three-error mutant would have dropped already to values below 
10~10. (Pd drops by a factor of about 3 x 10“ 4 for any one unit of increase in th<» 
Hamming distance.) This is mainly a consequence of the huge increase of different 
mutant copies with Hamming distance d. The total number of mutants produced 
for each class d essentially drops only with (d\). Hence one usually will find still 
some high-error mutants (e.g., up to d =  15) in any distribution (as typical for lab
oratory conditions) despite the fact that the probability for any individual copy has
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dropped to exceedingly low values (e.g., Pd < 10“ 52 for d =  15 in case of the above 
example). The important point is that the few high-error copies still populated will 
be those which have selective values quite close to that of the wild type.

If the mutants are supposed to reproduce themselves according to their indi
vidual selective values wu, the population distribution gets drastically modified. 
According to the second-order perturbation approximation presented above, the 
fraction of relative population numbers of mutant i in error class d(xdi) and wild 
type (:rm) reads:

Xdi/Xm =  Pl (16)

where p is the quotient introduced in eq. (14). For each error class defined by the 
Hamming distance d, Wdi =  w u/(w mm — wu) refers to an individual i of this class, 
while fdi{W) is obtained through the following iteration:

f u (W ) = W u  

f 2i(W ) = W 2i <

f 3i( W ) =W3i <

f di(W ) = W di <

(?)

i + £ / i ; W

(?) (2)

j  =  1  j z z l

(?) (d4 l)

i +  £ / « ( w r) +  . . . +  £
;= 1

(17)

In the sum terms, the f s  refer to corresponding precursors of di, i.e. in 
to all d one-error precursors, or in fd - i , j (W )  to all (d — 1) error precursors of d,-. 
Note that, due to its iterative nature, fdi in its last term includes d factorial d-fold 
products of W'-terms.

According to definition of wmm as the largest diagonal coefficient and in line 
with the second-order perturbation approximation, singularities among the hyper
bolic terms W di are precluded, although this approximation still allows for quite 
large values, possibly reaching several orders of magnitude, depending on the mag
nitude of v. For most mutants with wmm »  w u , the wdi values become quite 
small or, for non-viable mutants, even reach zero. If all mutants were of such a kind 
(i.e. wu «  0) the distribution of the individual relative population numbers in a 
mutant class d would simply resemble pd. Expression (16) comprises all contribu
tions of mutant states (classes 1 .. .d) represented in figure (3), including stepwise 
mutations as well as any jumps up to the length d occurring in the direction 0 to 
d. Contributions from reverse mutations or looped routes through states outside the
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FIGURE 5 Example for the modification of the population distribution of mutants (i) as 
a consequence of their selective values wu being close to wmmt the selective value of 
the wild type. At the left a particular value profile is shown for which the relative popu
lation distribution (xdi/ x m ) was calculated according to eq. (16),assuming p =  10~2. 
This distribution is reflected in curve b), while curve a) shows thedistribution pd, i.e., 
assuming selective values wu «  wmm for the mutants. For d =  12, the particular 
"valuable” mutants appear 1017 times more frequently than valueless mutants.

diagram have been neglected. Their contributions are at least by a factor p smaller 
than terms considered in this approximation. (Note that p, depending on sequence 
length, usually is a very small quantity.) In the quasi-species distribution, some 
mutants usually have selective values wu close to wmm. Accordingly, the distribu
tion pd  may be drastically modified. This is especially true if in the total mutant 
spectrum certain regions such as the one represented in figure (3) (i.e. “mountain 
regions” in the value landscape) are involved. Experiments suggest that the value 
distribution is by no means random but rather clustered in such more or less con
nected regions of value space. As mentioned before, it somehow is similar to height 
distribution on the two-dimensional surface of earth, except that it refers to the 
z/-dimensional sequence space. In such a region where selective values are not too 
much different from wmm, quite large modifications of population variables as com
pared to “low-valued” regions (i.e. “planes” in the value landscape) may occur, 
which—due to their multiplicative nature (produces of PT-terms)—may reach large
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orders of magnitude. An example is presented in figure (5). Accordingly the mutant 
distribution in high-valued regions may reach very far into sequence space. While 
low-valued region may populate mutants (cf. the example discussed above) only 
to Hamming distances not exceeding d = 3 to 4, in high- valued regions mutants 
with d =  10 to 20 may well be populated. Since in a clustered value distribution 
the advantageous copy also is expected to appear at “mountain” rather than at 
“plane” sites, there is a guiding of the evolutionary process through sequence space 
which—due to the high dimensionality of this space—can be very efficient. The evo
lutionary process, so to speak, proceeds along the multiply- interconnected ridges 
in sequence space. Such a guiding, on the other hand, would be absent if selective 
values were randomly distributed in sequence space (i.e. non-clustered).

The foregoing treatment answers some of the questions about the distribution of 
a quasi-species in sequence space. Being deterministic in nature, such a treatment is 
limited to those states which reproducibly are populated to a statistically significant 
extent. This deterministic treatment has been complemented by J. S. McCaskill19 
so as to include a stochastic description of the rare events which may or may not 
happen at the periphery of the mutant population. These events, the probability of 
which depends on the population structure of the localized distribution in sequence 
space, may include destabilization of the former (meta-stable) wild type and a 
complete reshuffling of the mutant population. The tendency towards localization 
which then is steadily challenged by newly arriving mutants in peripheral regions of 
value mountains causes the long-range evolutionary process to be steplike. Through 
the preferred population of mountain site of the value landscape and due to a 
clustered distribution of mountain sites, the evolutionary process is tuned to proceed 
towards high fitness values, although it may never reach the global maximum and 
certainly will miss isolated peaks.

Attempts have been made on the basis of the quasi-species model to develop a 
cohesive theory for this difFusion-like migration through a multi- dimensional space 
with randomly distributed sources and sinks. W. Ebeling20 and R. Feistel5 et al. 
emphasize the equivalence of the problem to the quantum-mechanical motion of 
electrons in random fields. A similar equivalence to spin glasses was demonstrated 
by P. W. Anderson.21,22 As was stressed in this paper, the success of these models 
will greatly depend on a more precise knowledge of the non-random value distribu
tion which we think in any concrete case can be obtained only through appropriate 
experiments.
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6. CONCLUSIONS: MACROMOLECULAR EVOLUTION IN 
NATURE AND IN THE LABORATORY

Knowing the regularities associated with evolutionary adaptation in systems of 
self-reproducing entities provokes two questions:

■ What are the constraints under which such a process could have taken place 
in nature?

■ Is it possible to provide conditions that allow a simulation of such processes 
in the laboratory?

There are, of course, many problems of chemical nature associated with early 
evolution. In particular, the synthesis of nucleic acid-like compounds under prebi- 
otic conditions is a problem that involves still many unanswered questions despite 
the remarkable successes that have been gained in recent years.23,24 However, this 
is not a problem to which this paper is intended to make any contribution. If we 
talk about laboratory experiments, we shall suppose the existence of biochemical 
machinery for the synthesis of nucleic acids. Likewise we shall assume that at some 
stage of evolution such machinery was ready to produce the huge variety of pos
sible sequences we have talked about. The problem to be considered here is the 
constraints under which these sequences could evolve to optimal performance.

The spatial and temporal constraints of a planetary laboratory certainly cannot 
be matched by any man-made machine. Yet the discrepancy in orders of magnitude 
is not as impressive if we compare it with the orders of magnitude of possible 
sequences that had to be narrowed down in the evolutionary process through guided 
natural selection. All oceans on earth (covering an area of about 361 million square 
kilometers and having an average depth of 3800m) contain “only” about 1021 liters 
of water. The water content of lakes and other fresh water sources is about four 
orders of magnitude lower. Hence realistic numbers of macromolecules that could 
be tested at any instant in nature may have been as large as 1030 or more, but could 
not exceed the order of magnitude of 1040 (note that 1042 macromolecules dissolved 
in all oceans would produce a highly viscous broth). Moreover, the time available 
for macromolecular evolution up to optimal performance was smaller (and possibly 
much smaller) than 109 years «  4 x 1016 seconds. On the other hand, to produce 
an RNA sequence comprising a thousand nucleotides, even if a well-adapted and 
efficient replicase is used, requires times of a few seconds to a minute. Hence the 
maximum number of sequences on earth that ever could have been tested must be 
much below an order of magnitude of 106° and may even barely reach 105°.

In laboratory experiments, one is typically dealing with some 1012 to 1015 RNA 
or DNA sequences, viruses or microorganisms, which in large-scale projects may be 
extended to 1018 tolO20 entities. The time one may devote to such experiments, i.e. 
the time typically spent on Ph.D. work, is of the order of magnitude of 107to 108 
seconds.

These differences of spatial and temporal constraints on evolutionary processes 
under laboratory vs. planetary conditions have to be compared with the reduction
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of orders of magnitude achieved by such processes. A sequence comprising 100 
nucleotides has 1060 different alternatives. If selection had to be achieved through 
random testing of these alternatives, macromolecular evolution under planetary 
constraints would have reached its limits with such relatively short sequences. We 
have good reasons to assume that limitations of this kind became effective only at 
appreciably larger length. Let me quote two reasons:

1. RNA viruses, which disseminate and adapt to environmental constraints on 
the basis of straightforward replication only (i.e., using enzymes without so
phisticated error correction) reach typical lengths of 103 to 104 nucleotides.
The lengths of genes usually are around 103 nucleotides. Domain structures 
of proteins suggest that larger lengths may have been achieved only through 
gene doubling or fusion. Hence one may assume that gene elongation in evo
lution on the basis of straightforward replication using copying errors as the 
source of adaptation could proceed to gene lengths of around 103 nucleotides. 
The number of alternatives here is 10600.

2. Q/j-replicase has been found to be able to produce de novo RNA sequences 
that can be adapted to strange environmental conditions.25,26,27,28 In such 
experiments, for instance, ribonuclease Xi resistant sequences have been ob
tained which in the presence of normally “lethal” doses of this enzyme grow 
as efficiently as optimal wild types do under normal conditions. Ribonucle
ase T\ cleaves RNA sequences at exposed, unpaired G-residues. Resistance to 
cleavage therefore requires the sequence to refold in such a way that all ex
posed G-residues become inaccessible to the enzyme, e.g. through base pair
ing or hiding inside the tertiary structure. The minute fraction of sequences 
present in these experiments (cf. above) obviously was sufficient to allow for 
adaptation to optimal performance within a relatively small number of gen
erations. (The bulk of sequences of this particular size would include some 
1012° different mutants.)

Evolutionary adaptations, as was shown in this paper, is equivalent to hill climb
ing along proper ridges in the rugged value landscape, rather than to an unbiassed 
random walk. The total number of alternative mutants therefore is not as impor
tant as the existence of advantageous mutants within reachable distances. Proper 
refolding may always be possible if a sufficient number of residues are exchanged. 
The examples in this paper suggest that for sequence lengths of 300 nucleotides 
mutation distances of 10 to 20 nucleotides along routes of selectively advantageous 
mutants can be bridged under typical laboratory conditions, possibly sufficient for 
reshaping the phenotype into a more advantageous conformation.

Such conjectures, of course, have to be tested experimentally. We have embarked 
on such tests following essentially two routes:

1. If the value of the phenotype is properly represented by the selective value
of the genotype (which essentially rates efficiency of reproduction) serial
transfer under constrained growth conditions, as first applied by S. Spiegel-
man and coworkers,29 may be an efficient tool to scan through large mutant
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populations. The theory suggests optimal conditions for such experiments, 
which includes the growth conditions (usually exponential), the dilution fac
tor (variable and usually as small as possible in order to keep the mutant 
population close to stationary conditions) and the mutation rate (which is to 
be reproducibly regulated around the error threshold allowing for some type 
of annealing). The required speed and control in those experiments suggests 
automation.

2. The more interesting case is that of independent evaluation of phenotypes 
and their evolutive adaptation to various tasks. In this case natural selec
tion is to be replaced by artificial selection, while reproducibility, controlled 
mutability and amplificability of phenotypes still requires their genotypic rep
resentation. Hence, mutated sets of their genotypes have to be cloned and

00 i

FIGURE 6 Production of hierarchically ordered mutant spectra. The initial “seed” is a 
wild type that is reproduced with a specified (high)error rate over a few generations, 
yielding mutants with a large average Hamming distance. Those mutants are cloned 
and the procedure is repeated with a reduced error rate. Iteration leads finally to ad
dressable clones that can be classified according to their kinship distances. Topographic 
maps displaying the relation between phenotypic properties andthe known Hamming 
distances between clones then can be constructed. The procedure involves large-scale 
cloning and parallel assessment of phenotypic properties. The cloning procedure re
quires reproducibly controlled error rates and parallel serial dilution.
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screened for advantageous phenotypic properties. Since the number of clones 
that can be handled by any automated device is limited (note that samples 
in the serial transfer technique may easily include 1012 sequences), the search 
for advantageous mutants must be correspondingly systematized. Natural se
lection is efficient because of the large number of mutants, among which the 
most advantageous ones are preferably populated. The connectivity of the 
value distribution then provides for guidance to the optimum. This principle 
may be utilized by special cloning devices. For this purpose it is necessary to
produce hierarchically ordered mutant spectra with known (average) mutual
distances (cf. figure 6). After screening for particular functional values, the 
known interclonal mutation distances then suffice for reconstructing the value 
landscape and for identifying the “mountainous” regions. Mutants belonging 
to corresponding clones are used in the next generation to scrutinize the pro
cedure. The target structure of the phenotype and its genotype resp. then is 
to be reached through multiple iterations. The procedure is like representing 
mountains on maps. For drawing the map, it is sufficient to use a relatively 
small number of coloured dots where the colour refers to the height of the 
corresponding point in nature. What is necessary is that the chosen points 
are sufficiently distributed and that their relative mutual position are known. 
A non-random distribution of heights such as for landscapes on earth can be 
easily localized this way, through iteration finally with any degree of resolu
tion. The essential feature of this technique is the production of hierarchical 
mutant spectra with known (average) distances. This requires the ability to 
reproducibly vary mutation rates, so that the error threshold is violated in a 
controlled way. This corresponds to some kind of annealing simulation which 
is utilized for optimization in multiple variable systems.30 An automated ma
chine for production, synchronous incubation and parallel screening of a large 
number of such hierarchically ordered clones is under construction.
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Evolutionary Theory of Genotypes and 
Phenotypes: 
Towards a Mathematical Synthesis1

INTRODUCTION
The structures and functions of an organism that can be observed and measured 
are called its phenotype. Some parts of the phenotype, e.g., blood groups or enzyme 
concentration, require more sophisticated calibration than is amenable to direct 
observation. Nevertheless, they are in principle observable and are therefore phe
notypes. The genotype, on the other hand, is defined entirely by the sequence of 
nucleotides that make up the DNA. For a given genotype, different phenotypes may 
be realized, depending on the environment in which the organism finds itself. The 
norm o f reaction of a genotype is the pattern of the phenotypes that can be realized 
by placing that genotype in some range of environments.

The variation that Darwin perceived was phenotypic; evolution was the pro
cess of the conversion of phenotypic variation between individuals into phenotypic 
variation between populations and species. The transmission of this variation from 
parent to child was assumed by Darwin and Galton to be blending in character: 
the expected phenotype of a child was the average of its parents’ phenotypes. This 
produced the paradox that phenotypic variation should eventually disappear, and

l The writing of this paper supported in part by NIH grants GM 28016 and 10452.
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it was not until the rediscovery of Mendel’s particulate theory of transmission that 
the paradox was resolved. Mendel’s phenotypic differences were the result of simple 
genotypic differences whose transmission could be described quite precisely. Under 
Mendelian transmission, Hardy and Weinberg were able to show that phenotypic 
variation, resulting from genetic differences of the Mendelian kind, is conserved. 
Insofar as the genotype contributes to the phenotype (as described by the norm re
action), natural selection on the phenotype, acting via the environment, results in 
the conversion of genotypic differences between individuals into genotypic variation 
between populations and species.

Fisher (1918) was the first to demonstrate mathematically how Mendelian qual
itative differences could be translated into metrical or quantitative variation. His 
theory allowed quantification of expected statistical relationships between the phe
notypes of relatives. It was not, however, an evolutionary theory, and did not allow 
for the action of natural selection on the phenotype. Nevertheless, animal breeders 
subsequently used Fisher’s theory in attempting to predict the genetic consequences 
of artificial selection on the pheonotype (see, for example, Lewontin, 1974, p. 15).

The serious mathematical difficulty inherent in the construction of a formal the
ory of phenotypic change was recognized early in the history of population genetics. 
The mathematical theory originated by Fisher, Wright and Haldane was genotypic 
in nature, and in their mathematical models, phenotypic differences were identified 
with genotypic differences at one or a very small number of genes. In these models, 
natural selection acted on the genotype and evolution occurred as genotypic fre
quencies changed. The body of mathematical evolutionary theory developed over 
the past 65 years has addressed genotypic evolution, although, as will be mentioned 
later, there have been a few attempts to mathematically model phenotypic change 
under natural selection. I will first introduce the standard mathematical formula
tion of genotypic natural selection and indicate the consequences of departures from 
this standard paradigm. I will then introduce a formulation that allows some degree 
of synthesis of phenotypic and genotypic evolution and comment on its potential 
relevance to the evolution of behavior.

SELECTION DUE TO VIABILITY DIFFERENCES AT A SINGLE 
GENE
The theory of selection on the genotype has been most extensively studied under the 
assumption that the selection is due to differences among genotypes in their ability 
to survive from birth (fertilized egg) to adulthood. We call this viability selection. In 
the case of a single gene, A , suppose that the alternative forms of it, its alleles, are 
A \ , A 2 , . . . ,  A r and that in a given generation the fraction of is xi, i =  1,2, . . . ,  r 
with Yli x i =  1- The genotypes are specified by the pairs A iA j( i , j  =  1,2, . . . , r )  
with A{A{ called homozygotes and A iA j , heterozygotes. Now suppose that the 
generations are nonoverlapping and that the relative survival probability of A{Aj
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is Wij. The matrix || Wij || =  UL is called the viability matrix. The frequencies x\ in 
the next generation of adults, after selection, are specified by

x
r '  -

Ey=i uij t'j

E L  1 E i = l  WijXi Xj '

The denominator of (1), W (x .) =  E j wi jx ixh  *s mean fitness of the popu
lation with frequency vector x = (x i, X2 , . . . ,  x r). For brevity, denote the transfor
mation (1) by

= T (x). (1)

I now list some of the best known properties of the transformation (1), each of 
which should be regarded as a qualitative statement about evolution at a single 
locus.

PROPERTY (I) . The Fundamental Theorem of Natural Selection originally enun
ciated by Fisher (1930) can be stated as follows

W { T { x ) )> W (x )  (2)

with equality holding if and only if x_ = Tx, that is at equilibria (or fixed points) of 
(1). Qualitatively, this is an elegant formal expression of the Darwinian idea that 
the mean fitness of a population should increase over time. More recent “strategy” 
terminology would have it that a stable equilibrium of (1) is an optimum for the 
population, since it (locally) maximizes the mean fitness. The most elegant proof 
of (2) is due to Kingman (1961a).

PROPERTY 2. A polymorphism is a fixed point of (1) at which more than one allele 
has positive frequency. A complete polymorphism is a polymorphism with x^ > 0 
for all i =  1, 2 , . . . ,  r. There exists at most one complete polymorphism, and it is 
globally stable if and only if the matrix W  has one positive and r — 1 negative 
eigenvalues (Kingman, 1961b). Note that there can be two stable polymorphisms, 
for example, one with A \ and A 2 and another with A 3 and A 4 , but stability of the 
complete polymorphism precludes the stability of any other equilibrium of (1).
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PROPERTY 3. When =  1,2, . . . , r )  are chosen randomly from a uniform
distribution of [0,1]) the probability that the matrix W_ allows a stable complete 
polymorphism decreases as a function of r according to

(Karlin, 1981). In other words, for r > 5 if viabilities were assigned randomly by 
the environment, complete polymorphism would be highly unlikely.

PROPERTY 4 . When r =  2 heterozygote advantage, that is w12 > w \\) W22 is 
sufficient for a stable polymorphism with A \ and A 2. In general, however, Wij > w u , 
wjj (all i t j )  is not sufficient for a complete polymorphism to be stable. The following 
is a simple 4-allele counterexample

r ( l - s ) 2 1 — s 1 — s 1 ■
1 — S ( 1 - s f 1 1 - 5
1 — S 1 (1 ~  S)2 1 - 5

. 1 1 — s 1 - 5  (1 — s)2 .

with s < 1.

COMPLICATIONS DUE TO MORE THAN ONE GENE
Consider two genes A  and B  such that the alleles at A  are A \ and A 2, while B\ and 
B 2 are those at the second. For the present purposes, it will be sufficient to consider 
just two alleles at each locus. The gametic types that may exist in the population 
are then A \B \f  A iB 2, A 2 B \ and A 2 B 2. There are ten distinct genotypes that 
can be constructed from these A \ B i / A i B i , A \B i /A iB 2i etc., but the two double
heterozygotes A \B \ /A 2B 2, A \B 2! A \B i  have the same viability. This is based on 
the assumption that their gene products must be the same so that they cannot be 
distinguished by any environmental stress. In principle, A  and B  could be located on 
different chromosomes, and therefore inherited independently, both in Mendelian
fashion. The genotype A1B1/A2B2 may produce all four gametes A\B\) A1B2,
A 2B \ and A 2 B 2. If the genes are on the same chromosome, they may be linked. If 
only the parental gametes A \B \  and A 2B 2 are produced by A \ B \ f  A 2B 2 , the loci 
are said to be absolutely linked. If a fraction c of A \B 2 and A 2 B\ is produced, then 
c is called the recombination fraction, and the larger is c, the looser is the linkage 
between A  and B. The biology of recombination precludes c from being greater 
than 0.5.

Now let x i, x 2) £3, and£4 be the frequencies of A \B \f A \B 2, A 2 B\ and A 2 B 2 , 
respectively with P ax =  +  X2 and P bx =  #1 + 23, the allele frequencies of
A i and B \, respectively. Suppose that the relative viability of genotype i , j  ( i , j  =
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1,2,3,4) be Vij. Then the following transformation produces the gamete frequencies 
x^^ # 3j ^4 in the next generation

V  x \  =  X \ V \ -  — cD \V4 (3a)
V X 2  = 22^2- +  C D  V1 4  (36)
V  ® 3 = x 3v3 -1- cD v i4 (3c)
V  x \  =  -  cD 1>14, (3d)

where i>i4 =  v23 is the viability of the double heterozygotes, vv =  vi jx j>
V  =  V (x) = 52?= 1 x iv%' > an<i ^  “  ^2^3- The mean viability V  has a similar
meaning to W  in (1). D is called the linkage disequilibrium, and because we may 
write

*1 = Pa1 Pb 1 +  D  

X2 =  PaxPb2 +  D
2 3  =  Pa2Pbi +
2 4  =  P a 2 P b 2 4- D

(4a)
(46)
(4c)
(Ad)

it is clear that D  measures the departure of the gamete frequencies from being 
constructed solely from allele frequencies.

The evolution of the linked pair of genes A  and B  is described by the trajectory 
of the recursion system (3) upon iteration. It is not my purpose to survey all that 
is known about the properties of (4). Suffice it to say that a complete accounting of 
the fixed point and their stability is not available for more than a few special forms 
of the matrix H  =  || tty ||. These cases are surveyed in Ewens (1979, ch. 6). I wish 
here to point out several qualitative differences from the simple one-locus theory.

1. The mean fitness does not usually increase. This was first noted by Moran 
(1964) and makes the analysis of (3) technically difficult because there is no 
natural Lyapounov function. For c very small, the system (3) is close to the 
one-locus, 4-allele model for which mean fitness does increase. But when the 
linkage is loose (recombination close to 0.5), it is not clear what measure of 
viability is “optimized.” The significance of this for strategy reasoning has 
recently been analysed by Eshel and Feldman (1984).

2. For c > 0, there may exist more than one complete polymorphism. For all of 
the special cases of V_ =  || V{j || for which solutions exist, there is a complete 
polymorphism with D  =  0. This has been of special interest because it re
flects a lack of interaction between the genes in the consequences of selection. 
Franklin and Feldman (1977) and Karlin and Feldman (1978) have produced 
cases in which a stable fixed point with D  = 0 and one with D  ^  0 exist si
multaneously. The maximum number of stable complete polymorphisms that
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can coexist has not exceeded 4 in any fully analysed case. Unlike the one- 
locus case, complete polymorphism and incomplete polymorphism may be 
simultaneously stable (for example, Feldman and Liberman (1979)).

3. There is a recent numerical finding (Hastings, 1981) that for some choices of 
V  = || V{j ||, stable cycles result from the iteration of (3). Of course this is 
impossible with one locus.

SELECTION DUE TO FERTILITY DIFFERENCES
In standard demographic practice, the number of offspring is usually measured 

per female. That is, the theoretical framework is essentially unisexual. In fact, the 
number of offspring should be considered per mating. In genetic terms, fertility 
is a property of both male and female parental genotypes. Consider a single gene 
with alleles ^ 2, . . . ,  A r such that the frequencies of genotypes A{Aj just prior 
to mating are =  1,2, . . . , r ) .  The relative fertility of the mating between
Ai A j and A mA n is f i j mn- (Without loss of generality, the order of the sexes can be 
ignored here; see, for example, Feldman et al., 1983.) Then, the frequencies of the 
genotypes just prior to mating in the next generation, after the fertility selection 
and Mendelian segregation have acted, are (see, for example, Ewens, 1979)

F  X ' i i  —f i i i i X f i  -f- ~  f i i i m X i i X i m  4* ^  ^  ]  f i j i i x i j x i i F  
m? 1 

f i j i m X i j X i ,

(5 a)

for the homozygote Ai A i, and

F  X ' i j  = (  f i i j j  - f  f j j i i  ) X u X j j  4 - ~  f i i j m X i i X j m  +

2 f*™ jjXimXjj -f ~ ^  ^  fim jnX imX j  
mj*i m ^ i  n ^ j

(56)

for the heterozygotes. Here F  is the normalizer chosen so that X ij =  1. It 
is in fact the “mean fertility” of a population whose genotypic frequency array is
X_  =  (#11 > #12) • • • ) ® r r ) *

Little is known about the properties of the recursion (5) in general. For some 
special cases, however, a complete evaluation of the dynamic has been possible. The 
summary that follows is far from complete, but indicates the striking differences 
from expectations under viability selection.
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1. Even with a single gene, the mean frequency does not necessarily increase. 
Specific examples were provided by Pollack (1978).

2. It is not necessary that (5) admits any stable fixed points. This has been 
shown by Hadeler and Liberman (1975).

3. Even with two alleles it is possible for both monomorphism and complete 
polymorphism to be stable, and the maximum number of admissible poly
morphic equilibria is not known (Bodmer, 1965; Hadeler and Liberman, 1975; 
Feldman et al., 1983).

4. With two loci and two alleles at each, some progress has been made when 
the fertility depends only on the number of heterozygotes counted in both 
parents. (This can go from zero to four under these conditions.) It becomes 
clear that a very complicated pattern of simultaneous stability of many com
plete (and incomplete) polymorphisms is possible (Feldman and Liberman, 
1985). It is highly unlikely that any straightforward theory of optimization 
will emerge when fitness is measured at the fertility level.

The importance of these remarks to evolutionary biology must be viewed in 
the context of empirical knowledge about fitness. As summarized by Feldman and 
Liberman (1985), experimental evidence is overwhelming that fertility differences 
contribute far more significantly to net fitness variation than do viability effects. 
This suggests that the simple and elegant theory of viability selection needs re
assessment as to its relevance for general evolutionary theory.

The primary reason for the great increase in complexity that occurs with fer
tility selection is that gene frequencies are not sufficient to specify the evolutionary 
dynamic. Genotype frequencies are required, and there are many more of these. 
The same increase in complexity occurs in the study of models with mixed mating 
systems in which individuals inbreed or outbreed with specific probabilities.

SIMULTANEOUS EVOLUTION OF PHENOTYPE AND 
GENOTYPE
Natural selection acts via the environment on the phenotype. Unfortunately, rules 
of transmission for the phenotype are not as simple as MendePs rules for genetic 
transmission. Fisher’s theory identifies the transmission of genes and phenotypes 
by taking each genotype to contribute in a precise way to the phenotype. Attempts 
to impose natural selection on this continuous variation have succeeded only under 
special assumptions. The main assumptions required to produce tractable analysis 
are that the phenotype has a Gaussian distribution and that the form of the natural 
selection is Gaussian. The latter entails that individuals close to some optimum 
survive better than those far from it according to the normal density function. 
Even under these conditions, the evolutionary studies by Kimura (1965), Cavalli- 
Sforza and Feldman (1976), Lande (1976) and Karlin (1978) incorporate genotypic
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transmission in ways that are not easy to relate to the action of single Mendelian 
genes under viability selection.

Cavalli-Sforza and I have taken a simpler approach. We start with a dichoto- 
mous phenotype taking the value 1 and 2, and a single gene with alleles A and a. 
There are then six phenogenotypes: A A i, A A 2, A a i, A a2, aa\, aa2. Natural selec
tion acts only on the phenogenotype so that the relative fitnesses of phenotype 1 
and 2 are 1 and 1 — s, respectively. Mendelian transmission governs the gene, but 
the phenotype must be transmitted in a more complex way.

Suppose that the parents’ phenotypes and genotypes, and the offspring’s geno
type influences the probability that the offspring is of phenotype 1. Then we 
may represent the transmission process with a set of sixty parameters /3ijk,tmi 
where i , j , k  represent the mother’s, father’s and offspring’s genotype, respectively, 
and £ and m are the mother’s and father’s phenotype. Thus, i , j , k  =  1,2,3 for 
A A , Aa, aa , respectively with i, m  =  1, 2. Using these parameters for parent-to- 
offspring transmission and the selection coefficient s , a recursion system for the 
six phenogenotypes may be developed. Felman and Cavalli-Sforza (1976) analysed 
the case where the dependence on i, j  and, say, m was removed; the probability 
of an offspring being phenotype 1 was a function of its own genotype and of the 
phenotype of one parent only, the “transmitting parent.” Although we envisage 
the general formulation to apply to the transmission of some learned behavior, the 
quantitative model is equally relevant to the vertical transmission of an infectious 
disease where infectiousness of the transmitter and susceptibility to infection are 
genetically influenced.

Among the more interesting findings to emerge from the co-evolutionary anal
ysis are:

1. The average fitness does not always increase throughout the evolutionary tra
jectory, although it appears to do so locally in the neighborhood of stable 
equilibria.

2. Heterozygote advantage in transmission of an advantageous trait does not 
guarantee a polymorphism. Thus, if Aa transmits (or receives) phenotype 1 
better than A A  and aa, then even if s > 0, there may not be a stable poly
morphism.

3. When there is no selection (s = 0) on the phenotype, the phenotype fre
quencies change only under the influence of transmission (the /Ts). The rate 
of evolution for this is orders of magnitude faster than if s f  0. The reason
for this is in the structure of the recursions. With s =  0, the recursions are 
quadratic. With s ^  0, they are ratios of quadratics. These ratios arise in 
population genetics and are relatively slow moving.

In general, when there are fitness differences among the phenotypes that are 
described by a vector s, and a transmission rule that is represented by a vector 0 , 
the evolution of the vector # of phenogenotype frequencies may be written
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The analytic approach may then address such issues in behavioral ecology as the 
following: Incest Taboo: if the phenotypic dichotomy is to breed with a relative or 
not, do genes which favor outbreeding win in the evolutionary race (Feldman and 
Christiansen, 1984)? Evolution o f learning: if one set of genes entails that the phe
notypes of their carriers are entirely genetically determined, while another set of 
genes allows these phenotypes to be acquired in a non-genetic manner, which genes 
will succeed? Evolution o f altruism: if the phenotypic dichotomy is to perform or 
not to perform altruistic acts (that is, to sacrifice one’s own fitness so that other in
dividuals, for example relatives, might increase their fitness), does the evolutionary 
dynamic depend on whether the behavior is innate or learned?

The design of appropriate parameter sets for such studies requires the syn
thesis of genetic and social science thinking. I believe that for behavioral evolution 
to progress beyond the most rudimentary of genetic approaches, a synthetic yet 
rigorous approach of the kind outlined above should be pursued.
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IRVEN DEVORE
Harvard University

Prospects for a Synthesis in the Human 
Behavioral Sciences

In the following pages I sketch my own experiences working in and between 
the social and biological sciences, and then present: a personal view of the present 
state of theory in the social sciences; the challenge to social science theory from the 
new paradigm in behavioral biology (“sociobiology”); some reasons why most social 
scientists have strongly resisted any rapprochement with evolutionary biology; and 
close with a few thoughts on the prospects for a unified theory of behavior.

A PERSONAL ODYSSEY
Since the views I present here will be necessarily brief and highly idiosyncractic, 
I first offer a summary of my experience in the behavioral sciences. My graduate 
work in social anthropology was at the University of Chicago, where the faculty 
passed on to me a largely intact version of the structural-functional paradigm, as 
they had received it from Durkheim via Radcliffe-Brown and Malinowski. Although 
I had previously had no interest in physical anthropology, I was persuaded by the 
remarkable Sherwood L. Washburn to undertake a field study of the social behavior 
of savanna baboons in Kenya. His reasoning was that highly social primates such 
as baboons had very complex social behavior, and that the traditional training of
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primatologists, in physical anthropology, comparative psychology, or mammalogy, 
was insufficient or inappropriate for understanding the complexity. My thesis, on the 
“Social Organization of Baboon Troops,” was a model of the structural-functional 
approach, and embodied all of the implicit “group selection” presuppositions of that 
field. By 1964, I had begun a 12-year study of the IKung San ( “Bushmen”) of the 
Kalahari Desert. Some 30 students and colleagues investigated a wide spectrum of 
topics, ranging from archaeology, demography, and nutrition to infant development, 
social organization, and belief systems (e.g., Lee and DeVore, 1976; Shostak, 1981). 
At Harvard, I had an appointment in the Department of Social Relations, taught its 
introductory course, and served as Chairman of its Social Anthropology “Wing.” 
During the next 20 years, my time and that of my students has been equally divided 
between primate studies and hunter-gatherer studies.

In 1980, we began a similarly intensive, long-term series of coordinated studies 
on the Efe pygmies and Lese horticultural populations of the eastern Ituri Forest of 
Zaire. Our methods and research goals, however, are now very different from those 
we employed in the original study of the Kalahari San. Today, I am Chairman of 
the Anthropology Department, with a joint appointment in Biology, and consider 
myself a “behavioral biologist.”

THEORY IN BIOLOGICAL AND SOCIAL SCIENCE
From the above it is clear that, throughout my professional life, I have vacillated 
between the (usually exclusive) domains of biology and social anthropology. My 
continuing research program has been to gather data on both primates and hunter -  
gatherers in an effort to better understand the evolution of human behavior. I have 
never been interested in social science theory per se; my interest has been purely 
pragmatic—while guiding research in primate and human studies, I have tried to 
remain alert to the most promising methodology and theory for such studies, no 
matter what the source.

By far the most important intellectual advance during my professional life has 
been the development of exciting new theory in vertebrate behavioral ecology, or 
“sociobiology.” This family of theoretical advances is truly a revolution in our un
derstanding of how evolution has shaped animal behavior. At the heart of this
revolution has been the demonstration that natural selection is most accurately 
viewed from the “point of view” of the individual and the gene, rather than as a 
process that is operating at the level of the group or species. We can now, with 
some rigor, analyze such complex behaviors as aggression, altruism, parental care, 
mate choice, and foraging patterns (e.g., Dawkins, 1982; Krebs and Davies, 1984; 
Rubenstein and Wrangham, 1986; Trivers, 1985; and Tooby, this volume). Many of 
us felt, almost from the beginning, that this powerful new body of theory would 
also quickly revolutionize the study of human behavior. This has not proven true. 
To understand why a synthesis between vertebrate and human behavioral biology
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has been so slow to develop, I will present a very brief and opinionated view of the 
social science theory in which I was trained and began my early work.

To my mind, there is, at present, no deep, elegant, or even intellectually satis
fying theory in social science. We continue to pay obeisance to Freud, Marx, Weber 
and Durkheim, but muddle through with competing and highly eclectic theories of 
the “middle range.” This lack of fundamental theory goes to the very heart of the 
problems in the social sciences; I believe they have been seriously floundering for 
more than a decade, and are today in a state of disarray.

To illustrate the basic problem I will concentrate on the fields I know best, so
ciology and social anthropology. Both of these subjects can be traced back to Emile 
Durkheim, and then forward through the scholars I have already mentioned to con
temporaries such as Talcott Parsons, Robert Merton and Levi-Strauss. Although 
social anthropologists have today splintered into competing factions as disparate as 
“ecological anthropology” and “symbolic anthropology,” the underlying presuppo
sitions on which all of these factions rest continues to be the structural-functional 
paradigm as originally set out by Durkheim. Because these fields analyze behavior 
at the group level, the mode and level of analysis are addressed to social phenomena: 
one assumes the integrity of the social group and then looks within it to analyze 
the roles and statuses of the group members, the enculturation of the young into 
group membership, etc. The social group, like a corporation, is at least potentially 
immortal, with individuals performing functional roles within it. The social unit, its 
structure and organization, is the reality (in extreme form “culture” itself becomes 
the reality [White, 1949]), and the individual humans are actors in the system, 
actively working to support its existence.

It is instructive to go back to Durkheim’s original formulation (1895; transl. 
1938). His metaphor for the social system was as follows: society is compared to a 
whole organism; within it the social institutions are like the major organs of the 
body (kidney, liver, etc.); individuals in the society are comparable to the cells of 
the organism. A healthy, functioning society is, thus, like a healthy body in which 
the cells are cooperating to keep the organs functional, and so on.

It is ironic, in terms of the conclusions of this chapter, that the founder of soci
ology originally turned to biology for his fundamental metaphor. From the modern 
perspective, it is easy to see the deep flaw in Durkheim’s analyogy: unlike the cells 
in the body, individuals in a society are not perfectly genetically related, and could 
not be unless they were all clones of a single individual (in which case we would, 
indeed, expect to find a very high level of interindividual cooperation). This harmo
nious view of society could hardly be at greater odds with the views of sociobiology, 
namely, that individuals in any social group, human or otherwise, are acting out of 
essentially “selfish” motives (when these motives are understood, at the evolution
ary level, to include behavior such as altruism toward kin, etc.)—forming coalitions, 
striking contracts, and gathering into self-interest groups consistent with these ul
timately “selfish” motives.

Many theorists in the social sciences will be appalled to read that I am here 
presenting the original Durkheimian metaphor, but I am convinced that it was, in 
fact, this mode of thought that started the social sciences along a blind path in
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the first place, and that despite thousands of elaborations since, the fundamental 
assumptions expressed by Durkheim still form the underpinning of social science 
theory (e.g., Rex, 1961; Evans-Pritchard, 1954; Harris, 1979).1

And, although I have chosen my own fields of sociology and social anthropology 
for particular scrutiny, I also note that, even in such fields as economics, major 
models are still built around the assumption that executives within a corporation 
are working for the good of the corporation. I leave to the reader to judge to what 
extent such models are consistent with reality.

RESISTANCE TO SOCIOBIOLOGY BY THE SOCIAL SCIENCES
Although the burgeoning field of vertebrate behavioral ecology now has a very large 
agenda, its original impetus came through the recognition that fitness consists not 
just of the reproduction of one individual’s genes ( “individual fitness”), but also of 
all the genes that an individual shares by common descent with relatives—that is, 
“inclusive fitness” or “kin selection.” This single insight, with its many ramifica
tions, brilliantly explained much of the enormous variety of interactions, dispersal, 
and formation of social groups of organisms of every kind. Coincidental with these 
developments in theory, long-term field studies of various animals, especially birds 
and primates, had reached the point in the mid-1970’s where individual animals 
had been observed through most or all of their life cycle. There was, therefore, 
ready and abundant proof that social interactions were structured by kinship (e.g., 
Goodall, 1986; Smuts, 1985; Smuts et al., 1986).

The application of this theory and evidence to small-scale human societies 
seemed to me immediate and obvious: as every graduate student in social anthro
pology learns, “the natives are obsessed with kinship.” Among various groups where 
I have worked, one cannot even have a conversation until one has been placed firmly 
within a kinship constellation; there is no alternative except “stranger” (and there
fore, potentially, “enemy”). When I proudly announced to my colleagues in social 
anthropology that, in their vast libraries on kinship and social organization, they

* Consider the following passage from the essay “Social Anthropology,” by E. E. Evans-Pritchard, 
Professor of Social Anthropology at Oxford, and one of the most influential figures of the modem  
period:

“Durkheim’s importance in the history of the conceptual development of social anthropology 
in this country might have been no greater than it has been in America had it not been for the 
influence of his writings on Professor A. R. Radcliffe-Brown and the late Professor B. Malinowski, 
the two men who have shaped social anthropology into what it is in England tod ay .. .

“Radcliffe-Brown has. . .clearly and consistently stated the functional, or organismic, theory 
of society. . .‘the concept of function applied to human societies is based on an analogy between 
social life and organic life.’ Following Durkheim, he defines the function of a social institution as 
the correspondence between the social institution and the necessary conditions of existence of the 
social organism. . .so conceived of, a social system has a functional unity. It is not an aggregate 
but an organism or integrated whole (1954: 53-4).”
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had by far the largest body of data to contribute to this emerging new paradigm, 
they were appalled; they had come to define human kinship as purely cultural, sym
bolic and arbitrary, with little or no relationship to the “biological facts” of kinship. 
They were quite wrong, of course. But the attack on sociobiology, as it came to be 
popularly called after the publication of Wilson’s influential volume (1975), was im
mediate, immoderate and immense (e.g., Sahlins, 1976). Paralleling the burgeoning 
libraries on sociobiology, there is a modest growth industry in “critiques of socio
biology.” The reasons for these attacks are largely based on historical antagonisms
and often have little bearing on the actual data and theory of sociobiology. Here
are some of them:

First, there is the familiar and well-known fear of “reductionism” in the so
cial sciences. This is hardly an irrational fear; even the most cursory look at the 
history of the social sciences will show how frequently they have been buffeted 
by arrogant biological argument. In the majority of cases (race differences, eugen
ics, immigration laws, I.Q. testing, etc.), the effect has been to brutalize social 
reality and minimize environmental influences, often for the most transparent and 
self-serving reasons (e.g., Kevles, 1985). There has, thus, developed an antagonism 
toward reductionism of any kind so strong that most of you at this meeting would 
have difficulty comprehending it. As Lionel Tiger has remarked, “If, in the physical 
sciences, one is able to successfully reduce complex phenomena to a simple rule or 
model, one is awarded the Nobel Prize; the reward for a similar attempt in the 
social sciences is to be pilloried in the New York Review of Books.” Although they 
would not put it so crudely, my colleagues in social and cultural anthropology seem 
to be comfortable with the belief that biology and natural selection successfully 
delivered Homo sapiens into the upper Paleolithic, and then abandoned our species 
to the pure ministrations of culture. (There has recently been a spate of promising 
attempts to model genetic/cultural co-evolution, but these have come from biol
ogists and biological anthropologists, not social and cultural ones [Lumsden and 
Wilson, 1981; Feldman and Cavalli-Sforza, 1979; Durham, in press].)

From my point of view, such attitudes threaten to leave the social sciences on 
a very small and sandy island in a rapidly rising river: theory that has now been 
shown to apply to plants, single cells, vertebrates, and invertebrates (TVivers, 1985) 
would have to exempt humans; theory that is acknowledged to apply during the 
first 8 million years of our evolution would be considered inapplicable to the last 
30 or so thousand years (Tooby and DeVore, 1987). In fact, natural selection-— 
properly understood as differential reproductive success—was greatly accelerated 
in the period following our “hunter-gatherer stage” of evolution. It was only after 
societies had begun to develop significant social stratification, caste and class, that 
polygyny become commonplace, and selection could then be accelerated through 
the major differences in reproductive success between high and low status males.
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THE ISSUE OF AGGRESSION
Another reason for social scientists to reject sociobiology is that many of the most 
accessible writings on behavioral biology and evolution in recent decades have them
selves been seriously muddled. For example, Robert Ardrey (1961) popularized the 
thesis that, because of the purported hunting-killing-cannibalistic way of life of our 
hominid ancestors, humans had inherited ineradicable instincts for violence and 
warfare—a chilling scenario brought vividly to life by Stanley Kubrick in “2001: 
A Space Odyssey.” Ardrey’s African Genesis was singled out by Time as “one of 
the ten most influential books of its decade.” Konrad Lorenz, a Nobel Laureate, 
advanced a quite different and more careful argument in his popular On Aggression 
(1966). Lorenz observed that wherever he looked in the animal kingdom, he found 
aggressive competition. Aggression, he reasoned, must be a sine qua non of life; 
the structures and behaviors of aggression are “necessary if only the fittest are to 
survive, mate successfully, and carry on the species.” Animal aggression, however, 
was most often expressed by bluff and ritualized combat; mortal wounds were rare. 
Since aggression is also inevitable in the human species, he felt that our best hope 
lay in finding more constructive ways to channel and release our aggressive impulse.

Lorenz’s argument rested on several faulty assumptions. Biologists no longer 
believe that individuals are behaving “for the good of the species.” Furthermore, 
even if this were the case, Lorenz was using a narrow and discredited definition 
of “fitness”—one that equates fitness with strength and superior fighting ability. 
While biologists believe that the evolution of a species by natural selection depends 
upon competition within that species, they do not believe that success in such 
competition is measured by either strength or longevity; the ultimate test of fitness 
is reproductive success. More precisely, when we assess the fitness of an individual 
(or a gene or a behavior), we now look beyond the individual animal to also consider 
the effects on the fitness of the individual’s kin. Kin selection, or inclusive fitness, 
considers both the consequences of any behavior upon one’s own reproduction, and 
also the consequences for the reproductive success of one’s kin—that is, individuals 
with whom one shares genes by common descent.

From this point of view, one may ask whether the inclusive fitness of an indi
vidual will or will not be best advanced by an act of aggression; but, in any case, 
one should not assume that aggression is contributing to the fitness or success of 
a whole species. On the contrary, consider the enormous energy investment an in-
dividual must make in order to be aggressive: energy must be diverted to building
muscles, claws, tusks or horns, leading to a high ontogenetic cost and resulting in 
delayed maturation—and all this before expending energy in the act of aggression 
itself. If we could somehow redesign the evolutionary process, we would probably 
conclude that a species would be far better off if it could simply dispense with these 
costs and invest the energy in more beneficial pursuits—e.g., in better quality care 
for the immature members of the group. In the real world, the “aggressive complex” 
of morphology and aggressive behavior, which promotes successful reproduction for 
oneself and one’s relatives, will probably lower the chances for survival of the group, 
population or species (Konner, 1982).
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We also now know that ritualistic combats are only part of the aggression 
story. Numerous decade-long studies of animal behavior show that animal murder 
and infanticide are not rare events. (Ironically, the human species may not be the 
“killer-apes” Ardrey supposed, but, in fact, among the more pacific species.) We 
now realize that ritualized aggressive encounters are better explained by models 
such as those Maynard Smith has advanced as “evolutionarily stable strategies” 
(1982). For example, if two opponents can determine by some non-lethal means 
which one would win an all-out fight, it would be advantageous to both the winner 
and the loser  to determine this outcome in advance, by bluff and tests of strength, 
without bloodshed (Popp and DeVore, 1979).

Many of us look back rather wistfully on the notion that, for altruistic reasons, 
animal were deliberately handicapping themselves and substituting ritual for real 
combat, but the facts argue otherwise. I do not intend, by this long example, to dis
credit Lorenz’s other major achievements; he is one of the giants of modern biology. 
On the contrary, I mean to illustrate how even the very best of Darwin’s descen
dants were severely handicapped by the state of theory in evolutionary biology only 
20 years ago.

THE GROUP SELECTION FALLACY

The compelling logic of group or species-advantage theory dies very hard; even 
some biologists continued to defend it into the early 1960’s. The theory found its 
most articulate spokesman in Wynne-Edwards, who held that, by various behavioral 
mechanisms, species practiced “prudential restraint” on reproduction and that “it 
must be highly advantageous to survival, and thus strongly favoured by selection, 
for animal species (1) to control their own population densities and (2) to keep 
them as near as possible to the optimum level for each habitat” (1962:9)—the 
“optimum level” being below that at which food resources would be depleted and 
the population crash. He continues: “Where the two [group selection and individual 
selection] conflict, as they do when the short-term advantage of the individual 
undermines the future safety of the race, group-selection is bound to win, because 
the race will suffer and decline, and be supplanted by another in which antisocial 
advancement of the individual is more rigidly inhibited” (1962:20).

Attractive as this “prudential” line of reasoning may be, Wynne-Edwards’ large 
volume was soon savaged by theoretical biologists and his examples refuted in detail; 
his argument has had no credibility in evolutionary biology since the mid-60’s. But, 
such is the estrangement between biology and social science, that, in the same 
years in which Wynne-Edwards’ arguments were being discarded in biology, Roy 
Rappaport turned to this very work for the theoretical underpinning of his highly 
praised book, Pigs for the Ancestors (1967). This study was correctly viewed as the 
most sophisticated book on human cultural ecology to yet appear. Rappaport had 
used admirably quantitative data to support his analysis of food resources, social 
organization, warfare, and the ritual cycle—but the theory to which he referred his
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analysis had already been discredited. Nor has the pernicious influence of group- 
selection thinking abated; see, for example, any of the many works of Marvin Harris 
(e.g., 1979).

I would consider myself high on the list of those who would welcome assurances 
from theoretical biology that what J. B. S. Haldane called “Pangloss’s theorem” 
(“all is for the best...”) is correct. This is not the place to detail the evidence 
against group selection arguments, but if one would argue that individuals have 
been selected to behave in a “group” or “species-altruistic” manner, then one must 
wonder why the paleontological record shows that 99% of all species no longer 
exist; natural selection has condemned most of them to extinction, and a large 
portion of the remainder are so changed that we cannot even determine the ancestral 
form. Clearly, selection for behavior that would benefit the group or species has 
consistently lost out to selection for behavior that benefits the more selfish genetic 
interests of the individual.

GENETIC DETERMINISM

Finally, but by no means least important, it must be admitted that the aggressive, 
aggrandizing stance of many of the early converts to sociobiology were hardly de
signed to put social scientists at ease. This was due in part to the theoretician’s 
penchant for proposing a change in a single gene as a way of modeling a behavioral 
change that all of us would acknowledge was, in fact, a far more complex reality 
at both the genetic and behavioral levels. But the pattern had been set by W. D. 
Hamilton’s original formulations (1964), which had ascribed behavioral evolution 
to genetic mutation, and subsequent models have also begun with such assumptions 
as: “suppose an altruistic mutant for kin-directed altruism appears in a population 
of selfish individuals.” Such a model then attempts to specify the conditions under 
which the gene for such behavior will spread at the expense of its alternate alleles. 
Detailed fieldwork on a wide range of species has largely confirmed the expectations 
of such models. But when Dawkins carried such reasoning to its logical conclusion 
in his lucid, witty (and best-selling) The Selfish Gene (1976), his metaphor for ge
netic replication, whatever its heuristic value, was too graphic for any but the true 
believer: “Now they [replicating genes] swarm in huge colonies, safe inside gigantic 
lumbering robots, sealed off from the outside world, communicating with it by tor
tuous indirect routes, manipulating it by remote control. They are in you and in me; 
they created us, body and mind; and their preservation is the ultimate rationale 
for our existence.”

Now that the paradigm shift is complete, and evolutionary biology and verte
brate ecology have been permanently altered, the impetuousness of the early revo
lutionaries has given way to the more mundane pursuits of normal science. Indeed, 
one indication of the health and vigor of sociobiology is that it has tended to be 
self-correcting. It was the trenchant critique of a fellow sociobiologist that exposed 
the naive and simplistic approach to human behavior by some early practitioners of 
“human sociobiology” (Dickemann, 1979). Another sociobiologist has argued that
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“the focus on genetic mutations, which so advanced the field for so many years is 
now constraining i t . . .behavioural mutants can arise and spread through a popu
lation even in the absence of a causal genetic change” (Wrangham, 1980). Sarah 
Hrdy, at once a feminist and a sociobiologist, has been instrumental in exposing the 
androcentric biases in studies of primate behavior and reconstructions of hominid 
evolution (1981).

PROSPECTS FOR A SYNTHESIS
The structural-functional paradigm in the social sciences has been moribund for 
decades. The harmonious, static model of society it offered has proven to be com
pletely incapable of dealing with such dynamics of social organization as social 
change, intra-group competition, sexual politics, and parent-child conflict. The in
vention of weak concepts such as “social dysfunction” are symptomatic of the at
tempt to shore up a dying paradigm. One result has been that even Marxist analysis 
has at last been given a fair hearing. But, however vigorously the partisans of these 
various social theories may contend among themselves, I believe that they are all 
engaging in superficial argument, and are failing to address the real crisis in fun
damental social theory (e.g., Harris, 1979).

I do not for a moment expect that most social scientists will now turn to 
evolutionary biology for enlightenment. The painful and ironic history of attempts 
by social scientists to borrow metaphor and theory from biology will intimidate all 
but the most daring. I have singled out group selection theory as the primary villain 
of this piece because it is so easy to show its pernicious influence, in both biology 
and the social sciences, but the revolution in behavioral biology goes far beyond the 
mere expunging of this concept; a whole spectrum of theory and methodology in 
evolutionary biology has now been sharpened and clarified (see Tooby, this volume, 
and references in TYivers, 1985).

The rapid advances in vertebrate behavioral ecology have grown out of the 
constant dialogue between theory and testing; theory is quickly refined and used to 
test new hypotheses in the field and laboratory. The theory and methods that have 
been developed are excellent instruments for analyzing the interactions of organisms 
in face-to-face encounters, and it is in the description and interpretation of such 
human interactions that they will have the most impact on the human behavioral 
sciences. (I do not foresee any direct use of sociobiology in many areas of human 
inquiry—for example, the explication of ethnohistory, or the details of religious 
ritual.)

To achieve even a modest synthesis in the human sciences, however, most social 
scientists will have to radically change their methods of gathering and analyzing 
data. Much of the success in behavioral biology has come through painstakingly 
detailed descriptions of the interactions of individual organisms over most or all of 
the life cycle. My initial enthusiasm for the “large body of data” available from a
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century of anthropological fieldwork was quite misplaced. With notable exceptions, 
most anthropological monographs have reduced the real data on human social life 
to idealized or averaged patterns of behavior and belief. For example, alternative 
kinship terms, which are used in the real world to negotiate social relationships, 
have most often been treated as sloppy deviations around an idealized terminol
ogy system. That is, the anthropologist has considered it necessary to reduce the 
“confusion of data” to a single, coherent terminological system. But this approach 
simply parallels the fundamental error that plagued biology for so long—the ten
dency to see the world as a typologist, rather than as a populationist. Ernst Mayr 
states the constrast very well: “The ultimate conclusions of the population thinker 
and of the typologist are precisely the opposite. For the typologist, the type ( eidos) 
is real and the variation an illusion, while for the populationist the type (average) 
is an abstraction and only the variation is real. No two ways of looking at nature 
could be more different” (1976:28).

CONCLUSION
Much of this essay has been negative because I have sought to explain in a few 
pages why the majority of social scientists continue to vigorously resist any rap
prochement with behavioral biology. But, in fact, many younger behavioral scien
tists are already working within that framework (e.g., Chagnon and Irons, 1979). 
Field teams are beginning to collect the kinds of data that will allow human behav
ior to be tested against the same hypotheses that have informed the study of other 
vertebrates. Many books and new journals are now devoted largely or entirely to 
“human sociobiology” (e.g., Alexander, 1979,1987; Daly and Wilson, 1987; Konner, 
1982). My own interest, and the subject of this essay, has been the development 
of theory and method as they are transforming field studies of humans and other 
vertebrates. I am confident that new insights will emerge when human behavior can 
be treated in the same framework that we apply to other animals (see Wrangham, 
this volume). But this same approach is also capable of providing a coherent and 
deductive framework for other human sciences, such as psychology, as indicated in 
the following essay by John Tooby.

We have only begun to explore the deductive power and implications of this 
emerging synthesis.
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JOHN TOOBY
Department of Anthropology, Harvard University

The Emergence of Evolutionary Psychology

Humans, like all other organisms, were created through the process of evolution. 
Consequently, all innate human characteristics are the products of the evolutionary 
process. Although the implications of this were quickly grasped in investigating 
human physiology, until recently there has been a marked resistance to applying 
this knowledge to human behavior. But evolution and the innate algorithms that 
regulate human behavior are related as cause and consequence: lawful relations are 
being discovered between the evolutionary process and the innate psychology it has 
shaped. These lawful relations constitute the basis for a new discipline, evolution
ary psychology, which involves the exploration of the naturally selected “design” 
features of the mechanisms that control behavior. This synthesis between evolution 
and psychology has been slow in coming (see DeVore, this volume). The delay can 
be partly accounted for by two formidable barriers to the integration of these two 
fields: the initial imprecision of evolutionary theory, and the continuing imprecision 
in the social sciences, including psychology.

The revolution in evolutionary theory began two decades ago and, gathering 
force, has subsequently come to dominate behavioral inquiry. Vague and intuitive 
notions of adaptation, frequently involving (either tacitly or explicitly) group se
lection, were replaced by increasingly refined and precise characterizations of the 
evolutionary process (Williams, 1966; Maynard Smith, 1964; Hamilton, 1964). The 
application of these more precise models of selection at the level of the gene opened 
the door for meaningful explorations of a series of crucial behavioral problems,
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such as altruism towards kin, aggression, mate choice, parental care, reciprocation, 
foraging, and their cumulative consequences on social structure. These theoretical 
advances had their most dramatic impact on field biology, quickly reorganizing re
search priorities, and integrating the diverse studies of animal (and plant) behavior 
into a larger system of evolutionarily-based behavioral ecology (or sociobiology).

The heart of the recent revolution in evolutionary theory lies in the greater 
precision with which the concept adaptation is now used: the primary evolutionary 
explanation for a trait is that it was selected for; this means that it had or has 
the consequence of increasing the frequency of the genes that code for it in the 
population; if there is such a correlation between a trait and its consequences, the 
trait can then be termed an adaptation; the means by which a trait increases the 
frequency of its genetic basis is called its function. There is no other legitimate 
meaning to adaptation or function in the evolutionary lexicon. Thus, the genes 
present in any given generation are disproportionately those which have had, in 
preceding environments, effective “strategies” for their own propagation. The traits 
individuals express are present because the genes which govern their development 
were incorporated in the genome because they have successful strategies of self
propagation. In other words, genes work through the individual they occur in, and 
the individual’s morphology and behavior embody the strategies of the genes it 
contains.

The conceptual vagueness of the theory of natural selection, as it existed before 
these advances, meant that psychologists found little in it that they could meaning
fully apply to produce coherent behavioral theories. However, instead of the earlier 
vague and impressionistic accounts of adaptation, modern behavioral ecology sup
plies a cogent set of specific predictions that are straightforwardly derived from 
a validated deductive framework. The mathematical and conceptual maturation 
of evolutionary theory has therefore removed one of the principal barriers to the 
creation of a coherent evolutionary psychology.

The second conceptual impediment has been the vagueness of psychology it
self, both in its formulation of theories, and in its description of psychological phe
nomena. The field has floundered in a sea of incompatible and inchoate theories 
and interpretive frameworks since its inception. Despite the crippling limitations 
of the behaviorist paradigm, it is easy to sympathize with the driving motivation 
behind it: impatience and frustration with the incoherence and uninformativeness 
of unspecified and impressionistic assertions, theories, and descriptions. The rapid 
development of modern computer science, however, has begun to transform the 
field of psychology, especially in the last fifteen years. The capacity to specify intri
cate information-based dynamical procedures both legitimized and made feasible 
the construction of rigorously specified models of how humans process information. 
The creation of cognitive psychology has been one consequence.

The methodological advances and insights of cognitive psychology have cleared 
away the last conceptual impediment to the development of an integrated evolution
ary psychology by providing an analytically precise language in which to describe 
behavior-regulating algorithms. In fact, the “algorithmic” language of cognitive psy
chology and behavioral ecology dovetail together: strategies defined by ecological
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theory are the analytical characterizations of the selective forces that have shaped 
the proximate mechanisms that collectively comprise the psyche. The concepts (and 
technology) of computer science allow the formulation of dynamical decision struc
tures and procedures that can tightly model the psychological algorithms which 
actually control behavior, guiding it onto adaptive paths. Starting from the realiza
tion that all of the psychological mechanisms are there solely because they evolved 
to promote the inclusive fitness of the individual, researchers can, for the first time, 
correctly understand the function of human psychological characteristics. Knowing 
the function of psychological mechanisms provides a powerful heuristic for defining 
them, investigating them, and evaluating hypotheses about their architecture.

As a result, the potential for advances in evolutionary psychology is beginning 
to be realized. The only remaining limitations are institutional: the psychological 
research traditions which antedate these advances in evolutionary theory remain 
insulated from and largely ignorant of their important uses and implications. There 
remains, of course, considerable vested interest in a corpus of research whose inter
pretive basis rests on obsolete assumptions.

ARE HUMANS IMMUNE TO BEHAVIORAL EVOLUTION?
This institutional resistance is manifested by the prevalent belief that, while evo
lution shaped other species’ psyches, it is irrelevant to human behavior, because 
of the existence of culture, intelligence, and learning. Thus, the argument runs, in 
the transition from simpler primate behavioral mechanisms, to the more elaborated 
and powerful ones we know to be present in modern humans, a crucial boundary 
was crossed. Many regard this, almost mystically, as a watershed transition which 
places human phenomena in another category entirely, beyond the capacity of evo
lutionary and ethological methods to study, model, or understand. They take the 
uniqueness of humanity (which is undoubted) to mean its incomprehensibility in 
evolutionary terms (e.g., Sahlins, 1976).

However, the immense increase in complexity of human (and protohuman) be
havior is tractable to evolutionary psychology. Essential to evolutionary modeling is 
the distinction between proximate means and evolutionary ends. What proximate 
mechanisms are selected ( “designed”) to accomplish is the promotion of inclusive 
fitness. This end is fixed and is intrinsic to the evolutionary process. The mecha
nisms by which fitness is promoted may change over evolutionary time. However, 
the elaboration of mechanisms from the simple into the complex changes only the 
proximate means, not the evolutionary ends. In fact, such changes will occur only 
when they increase inclusive fitness, that is, only when they better promote the 
same evolutionary ends. Humans are characterized by a remarkable expansion in 
intelligence, consciousness (however defined), complex learning and culture trans
mission mechanisms, all interpenetrated by a sophisticated coevolved motivational 
system. But evolutionary psychology is uniquely suited to the analysis of these
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mechanisms, precisely because it analyzes mechanisms in terms of evolutionary 
ends, which do not change. As intelligence, learning, consciousness, and motiva
tional systems progressively become more sophisticated, they still serve the same 
strategic ends according to the same evolutionary principles (Tooby & DeVore, 
1987).

Those who continue to assert that humans became immune to the evolutionary 
process, and are not significantly shaped by evolutionary principles, must some
how reason their way past the following fatal objection to both sophisticated.and 
simple versions of their position. The innate characteristics whose genetic basis 
has become incorporated into the human genome were incorporated because they 
increased inclusive fitness, and therefore they are adaptively patterned. To assert 
anything else is to maintain that somehow a large number of less fit innate char
acteristics (those which did not correlate with fitness) displaced those that were 
more fit. In other words, they are faced with explaining how evolutionary processes 
systematically produced maladaptive traits. Usually, this kind of thinking is based 
on the notion that culture replaces evolution, and has insulated human behavior 
from selective forces. However, the existence of culture can only mean that natural 
selection produced and continues to shape the innate learning mechanisms which 
create, transmit, and assimilate cultural phenomena. These innate learning mech
anisms, as well as their associated innate motivational, emotional, and attentional 
systems, control what humans choose to learn, what sorts of behavior they find 
reinforcing, and what goals they pursue, rather than the precise means by which 
they pursue them. Humans are unique in means, not in ends. The residual sense in 
the cultural insulation argument is the sound but simple one of phylogenetic lag: 
modern humans have emerged so rapidly from Pleistocene conditions that their 
mechanisms are still following the programming of what would have been adaptive 
under Pleistocene conditions.

In fact, sophisticated hominid mechanisms, instead of being divergent from 
evolutionary principles, may more purely incarnate adaptive strategies. Hominids’ 
more intelligent, flexible, and conscious systems are less limited by mechanistic and 
informational constraints, and can more sensitively track special environmental, 
historical, and situational factors and make appropriate adaptive modifications. 
Evolutionary processes select for any behavioral mechanism or procedure, no matter 
how flexible or how automatic, that correlates with fitness.

The set of behaviors which lead to survival and genetic propagation are an 
extremely narrow subset of all possible behaviors. To be endowed with broad be
havioral plasticity is an evolutionary death sentence unless this plasticity is tightly 
bound to a “guidance system” which insures that out of all possible behaviors, 
it is those that promote inclusive fitness which are generated. Selection for plas
ticity must have been linked to the development of such a sophisticated guidance 
system in humans, or it could never have occurred. In fact, the primary task of 
human evolutionary psychology is the elucidation of this constellation of guiding 
algorithms. The existence of this guidance system prevents the “escape” of human 
behavior from,analysis by evolutionary principle. Evolutionary psychology is not 
thwarted by hominid singularity. Evolutionary analysis shows hominid uniqueness
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to be rule-governed rather than imponderable. While it may prove that many ho- 
minid adaptive elements are combined in novel ways, this does not mean they are 
put together in random or unguessable ways.

SOME EARLY SUCCESSES IN EVOLUTIONARY PSYCHOLOGY
Despite the fact that cognitive psychology has developed, by in large, uninfluenced 
by evolutionary biology, the realities of the human mind are forcing cognitive psy
chologists towards many of the same conclusions implicit in the evolutionary ap
proach. Researchers in artificial intelligence have been chastened in their attempts 
to apply cognitive theory to produce actual (computational) performance. Simple 
associationistic theories of learning proved completely inadequate. They discovered 
that in order to get a system to do anything interesting (such as “see,” learn syn
tax, analyze semantic content, manipulate objects in a three-dimensional world, 
etc.), they had to provide the program with massive amounts of specific informa
tion about the domain the program was supposed to learn about or manipulate; in 
other words, they had to give the computer a great deal of “innate knowledge.” This 
phenomenon is so pervasive and so well-recognized that it has a name: the frame 
problem (Boden, 1977). Moreover, the program had to contain highly structured 
procedures specialized to look for exactly those types of relationships which char
acterized the problem domain. Such procedures correspond to innate algorithms in 
the human psyche. It was possible to be an extreme environmentalist only as long 
as the researcher was not forced to get too specific about how performance was 
actually achieved. In artificial intelligence, this was no longer possible.

These realizations were foreshadowed by developments in psycholinguistics. Be
cause syntax constituted a formally analyzable system, Chomsky was able to show 
that humans must have a powerful innate language-acquisition device in order to 
learn it. In Chomsky’s phrase, the stimuli (the utterances of adults) were too impov
erished to provide sufficient information for a child to learn the correct grammar 
through induction (Chomsky, 1975; Wanner &; Gleitman, 1982). Humans had to 
have innate expectations or algorithms constraining the possible set of grammati
cal relations. This led Chomsky to beliefs similar to those implicit in evolutionary 
psychology: that the mind is composed of “mental organs” just as specialized in 
function as our physiological organs are.

By recognizing that the mind includes domain-specific algorithms or modules 
which are “designed” for or adapted to specific purposes, rapid progress has been 
made on a number of problems. For example, Marr (1982) uncovered the outlines of 
how the mind constructs three-dimensional objects from a two-dimensional retinal 
array. Roger Shepard, reasoning soundly from evolutionary principle, has demon
strated that the algorithms that govern our internal representations of the motions 
of rigid objects instantiate the same principles of kinematic geometry that describe
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the motion of real objects in the external world. Experimental evidence from per
ception, imagery, apparent motion, and many other psychological phenomena sup
port his analysis (Shepard, 1984). As he points out, “through biological evolution, 
the most pervasive and enduring constraints governing the external world and our 
coupling to it are the ones that must have become most deeply incorporated into 
our innate perceptual machinery” (Shepard, 1981). Motivated by similar consider
ations, Carey and Diamond (1980) provide persuasive evidence from a wide array 
of psychological and neurological sources that humans have innate face-encoding 
mechanisms. Daly and Wilson, in a series of important studies, have found strong 
evidence indicating evolutionary patterning in such diverse phenomena as homici
dal behavior, differential parental care, and sexual jealousy (Daly & Wilson, 1980; 
1981; 1982; Daly, Wilson & Weghorst, 1982).

The extensive literature on human reasoning provides an opportunity for the 
demonstration of the usefulness of the evolutionary approach. Research on logical 
reasoning showed that humans frequently reasoned illogically, when the standard 
for valid reasoning was adherence to formal logic (Wason and Johnson-Laird, 1972). 
The conclusions people arrive at vary widely depending on the specific content they 
are asked to reason about. Research on po-called content effects in logical reasoning 
has been bogged down in a quagmire of conflicting results and interpretations, and 
none of the prevailing hypotheses have demonstrated any predictive power.

Cosmides (1985) has productively reorganized this confused literature through 
the application of the evolutionary approach. The content effects become very or
derly when they are scrutinized for the presence of evolutionarily significant content 
themes. Psychological mechanisms evolved to handle important and recurrent adap
tive problems (such as face recognition, mentioned above), and one crucial adaptive 
problem for humans is social exchange. TVivers (1971) and Axelrod & Hamilton 
(1981) demonstrated that cooperation can evolve only if individuals identify and 
bestow benefits on those likely to reciprocate and avoid such deferred exchange 
relationships with those who “cheat” through inadequate reciprocation. Because 
such cooperative labor and food-sharing exchanges have typified human hunter- 
gatherer bands throughout their evolutionary history, humans have depended on 
the evolution of a cognitive/motivational mechanism that detects potential cheaters 
in situations involving social exchange. Cosmides (1985) showed that an adaptive 
logic designed to look for cheaters in situations of social exchange predicts per
formance on logical reasoning tasks which involve such social content. Her elegant 
series of experiments have provided solid support for the hypothesis that humans 
have an innate special-purpose algorithm which structures how they reason about 
social exchange, with properties that differ markedly from formal logic. Not only 
do humans have an innate language-acquisition device, but they appear to have a 
collection of innate inferential networks which structure their reasoning about the 
social world.

Indeed, the evolutionary approach contains the potential for clarifying the 
murky area of emotion, and its relation to cognition (Tooby k, Cosmides, in press). 
If the mind is viewed as an integrated architecture of different special-purpose mech
anisms, “designed” to solve various adaptive problems, a functional description of
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emotion immediately suggests itself. Each mechanism can operate in a number of 
alternative ways, interacting with other mechanisms. Thus, the system architec
ture has been shaped by natural selection to structure interactions among different 
mechanisms so that they function particularly harmoniously when confronting com
monly recurring (across generations) adaptive situations. Fighting, falling in love, 
escaping predators, confronting sexual infidelity, and so on, have each recurred in
numerable times in evolutionary history, and each requires that a certain subset of 
the psyche’s behavior-regulating algorithms function together in a particular way 
to guide behavior adaptively through that type of situation. This structured func
tioning together of mechanisms is a mode of operation for the psyche, and can be 
meaningfully interpreted as an emotional state. The characteristic feeling that ac
companies each such mode is the signal which activates the specific constellation of 
mechanisms appropriate to solving that type of adaptive problem.

To make this concrete, let us briefly describe in these terms what might happen 
to a hypothetical human hunter-gatherer when a distant lion becomes visible. The 
recognition of this predator triggers the internal “broadcast” of the feeling of fear; 
this feeling acts as a signal to all of the diverse mechanisms in the psychological 
architecture. Upon detecting this signal, they each switch into the “fear mode of 
operation” : that is, the mode of operation most appropriate to dealing with dan
ger presented by a predator. The mechanism maintaining the hunger motivation 
switches off and cognitive activity involved in reasoning about the discovery of 
food is stopped, neither being appropriate. A different set of motivational priorities 
are created. Mechanisms regulating physiological processes issue new “instructions” 
making the person physiologically ready for the new sorts of behaviors which are 
now more adaptive: fighting or, more likely, flight. Cognitive activity switches to 
representations of the local terrain, estimates of probable actions by the lion, sources 
of help and protection from the lion, and so on. The primary motivation becomes 
the pursuit of safety. The modes of operation of the perceptual mechanisms alter 
radically: hearing becomes far more acute; danger-relevant stimuli become boosted, 
while danger-irrelevant stimuli are supressed. The inferential networks underlying 
the perceptual system interpret ambiguous stimuli (i.e., shadows, masking noise) 
in a threatening way, creating a higher proportion of false positives. Attention- 
directing mechanisms become fixed on the danger and on potential retreats.

In this view, emotion and cognition are not parallel processes: rather, emo
tional states are specific modes of operation of the entire psychological architec
ture. Each emotional state manifests design features “designed” to solve particular 
families of adaptive problems, whereby the psychological mechanisms assume a 
unique configuration. Using this approach, each emotional state can be mapped in 
terms of its characteristic configuration, and of the particular mode each identifi
able mechanism adopts (motivational priorities, inferential algorithms, perceptual 
mechanisms, physiological mechanisms, attentional direction, emotion signal and 
intensity, prompted cognitive contents, etc.).

Evolutionary psychology employs functional thinking, that is, the modern rig
orous understanding of adaptive strategies, to discover, sort out, and map the prox
imate mechanisms that incarnate these strategies. In so doing, it appears to offer
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the best hope for providing a coherent and unified deductive framework for psychol
ogy. Sciences make rapid progress when they discover the deductive framework that 
is appropriate to their phenomena of study. Fortunately, there exists in biology a 
set of principles with the requisite deductive power: evolutionary theory. We know 
that humans evolved, and that the mechanisms that comprise our psyches evolved 
to promote fitness. Our innate psychological algorithms are rendered comprehen
sible by relating them to a rigorously characterized evolutionary process. These 
realizations can organize research efforts in psychology into valid and productive 
investigations, because evolutionary analysis provides the level of invariance that 
reveals behavioral variation to be part of an underlying system of order (Cosmides, 
1985; Tooby and DeVore, 1987; Cosmides and Tooby, 1987; Tooby and Cosmides, 
in press).
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War in Evolutionary Perspective

Since the mid-lQGO’s, inclusive fitness theory has revolutionized the study of 
animal behavior, and it now promises far-reaching changes for the social sciences 
(DeVore, this volume). A synthesis will not come easily, however. On the one hand, 
biologists tend to trivialize the complexities introduced by features such as language, 
culture, symbolism, ideology and intricate social networks. On the other hand, most 
social scientists have a strong aversion to reductionism even within their own fields, 
let alone when imported from the alien culture of biology. A shotgun marriage 
of biologists and social scientists is more likely to engender mutual hostility and 
deformed offspring than hybrid vigor.

Adding to the difficulties, the biological analysis of animal behavior, though 
surging forward, is still at a primitive stage. One of the areas with the firmest body 
of theory, for instance, is the study of sex ratios in maternal broods (Charnov, 1982). 
Elegant models predict different ratios under different conditions. In some cases 
the models work beautifully, but in others they fail. This will not surprise anyone 
familiar with the complexity of living systems. It stresses, however, that inclusive 
fitness theory is still feeling its way even within the mathematically tractable areas 
of biology. Sceptics in social science can therefore afford their doubts. Partly for this 
reason I want to discuss a topic where the biological component, while seeming in 
some ways to be unimportant, is nevertheless so striking that it cannot be ignored.
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ANIMAL BEHAVIOR AND HUMAN WARFARE
Human intergroup aggression ranges from ambushes designed to club a member of a 
neighbouring band, to switches flipped to release a nuclear bomb; from half-a-dozen 
men facing each other with spears and warpaint, to hundreds of thousands main
taining a line with guns and aerial support; from an agreement round a campfire 
that enough is enough, to a dictator forcing soldiers into battle against their better 
judgment; from the effort to retrieve a kidnapped sister to suicidal anger at an 
insult to one’s god. The cultural, technological and ideological components of war 
are so evidently strong that it is easy to dismiss a biological analysis as irrelevant 
(e.g., Montagu, 1968; Beer, 1981).

The biologist’s general answer is that four billion years of intense natural selec
tion must surely have shaped the human psyche in ways that allow us to understand 
aspects of the behavior of even computer-age humans. But in this case there is a 
more convincing and specific point, produced by animal field studies during the last 
25 years. The social organization of thousands of animals is now known in consider
able detail. Most animals live in open groups with fluid membership. Nevertheless 
there are hundreds of mammals and birds that form semi-closed groups, and in 
which long-term intergroup relationships are therefore found. These intergroup re
lationships are known well. In general they vary from benignly tolerant to intensely 
competitive at territorial borders. The striking and remarkable discovery of the 
last decade is that only two species other than humans have been found in which 
breeding males exhibit systematic stalking, raiding, wounding and killing of mem
bers of neighbouring groups. They are the chimpanzee ( Pan troglodytes) and the 
gorilla (Pan gorilla beringei) (Wrangham, 1985). In both species a group may have 
periods of extended hostility with a particular neighbouring group and, in the only 
two long-term studies of chimpanzees, attacks by dominant against subordinate 
communities appeared responsible for the extinction of the latter.

Chimpanzees and gorillas are the species most closely related to humans, so 
close that it is still unclear which of the three species diverged earliest (Ciochon 
& Chiarelli, 1983). The fact that these three species share a pattern of intergroup 
aggression that is otherwise unknown speaks clearly for the importance of a bio
logical component in human warfare. The divergences probably occurred between 
five and ten million years ago. The strong implication is that all three species have 
had extraordinarily aggressive intergroup relationships for the same length of time. 
Hence, not only has natural selection had the opportunity to shape psychologi
cal features underlying motivations in inter group aggression, but also we have two 
closely-related species in which we can expect to be able to test simple aspects of 
theories of human aggression.

Warfare is only one of a huge array of human social relationships with visi
ble origins in the animal kindom. Many others are more easily investigated because 
they are more widespread in animals. Alliances between kin, for example, or conflict 
between parents and offspring, occur in so many species that there are numerous op
portunities for the testing and refinement of theories (Daly fe Wilson, 1983; Trivers,
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1985). It is not for the tractability of the problem that I focus on warfare, however. 
Understanding the ultimate causes of war is an important goal because of the re
mote possibility that an improved analysis will lead to better systems for preserving 
peace. Given that biology is in the process of developing a unified theory of animal 
behavior, that human behavior in general can be expected to be understood better 
as a result of biological theories, and that two of our closest evolutionary relatives 
show uniquely human patterns of inter group aggression, there is a strong case for 
attempting to bring biology into the analysis of warfare. At present there are few 
efforts in this direction (but see Durham, 1976). Social scientists are needed who 
will invite biologists to work with them on the problem. This will only happen if 
they are persuaded of the value of biology.

THEORETICAL APPROACHES
The value of biology for an understanding of warfare is still a matter of faith, 

because no models yet account for the distribution and intensity of war or inter- 
group aggression. To a biologist the faith appears justified for two reasons. First, the 
cost-benefit analysis offered by inclusive fitness theory has a convincing theoretical 
rationale (natural selection theory) and a clear currency of measurement (genetic 
fitness). Second, it has achieved substantial success in explaining both species dif
ferences in social behavior and the dynamics of particular systems (Krebs & Davies, 
1984; TYivers, 1985). As mentioned above, however, comparatively few tests have 
achieved mathematical precision. Biologists are therefore forced to be content (for 
the moment) with a level of analysis which is crude by comparison with harder 
sciences, even though it is sophisticated in relation to behavior theories of a few 
years ago.

The failure of social sciences to share biology’s faith in itself is partly the re
sult of an outmoded concept of biological theories. It is commonly suggested, for 
instance, that a biological analysis of human behavior implies a reactionary pol
itics (Caplan, 1978). Evolutionary biologists, by this view, present a scenario of 
human behavior with little room for change because it relies on the assumption 
that behavior emerges from unmodifiable instincts. It is certainly true that animal 
behavior was once thought widely to be instinctual. Indeed the idea of an inborn 
aggressive drive was applied to humans and other animals only twenty years ago 
(Lorenz, 1966). But the interaction between inclusive fitness theory and ecology, to
gether with field observations of animals, has led to a wholly new view of individual 
animals as strategists capable of modifying their actions in their own interests. Ac
cording to this new concept, animals respond adaptively even to short-term changes 
in their environments (Emlen, 1976). Individuals in more intelligent species can re
spond adaptively to a wider range of novelties, whether in the social or nonsocial 
realm. This means that as the biological analysis of human nature becomes more
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sophisticated, it makes fewer abstract statements about the nature of society. Be
havior emerges from the interaction between environment and individual. It is an 
adaptable system, not a fixed set of patterns.

This conclusion is relevant to another worry of social scientists about the impli
cations of biological analysis, that biological explanations are inappropriate because, 
with the development of language (or other uniquely human traits), humans leave 
the evolutionary realm. Such a comment is partly fair. The predictions of inclusive 
fitness theory apply directly only to species which have had time to adapt to their 
environments. Hence, many aspects of human behavior doubtless fail to conform to 
evolutionarily based predictions. But this is far from saying that inclusive fitness 
theory is unhelpful. Even if the modern environment is too different from earlier 
environments to have allowed a fully appropriate human psychology to evolve, in
clusive fitness theory still has important conclusions to offer about the proximate 
mechanisms by which individuals achieve their (possibly non-adaptive) goals.

For example, the simple evolutionary prediction is that more powerful individ
uals will use their power to achieve higher fitness. Yet we observe that the rate of 
population growth in the U.S.A. is much lower than in many poorer countries, or 
that within the U.S.A. the families of the rich are hardly larger, if at all, than those 
of the poor (Daly fe Wilson, 1983). Two possibilities follow, both consistent with 
biological theory. First, power may no longer be correlated with fitness. If so, we 
expect that power is used in modern environments in a manner that would have 
been adaptive in previous environments. For instance it may be used to obtain an 
intervening variable that was formerly highly correlated with fitness, such as social 
status. Second, it is possible that power still is correlated with fitness, despite ap
pearances from first-generation analysis. These alternatives are testable. Until they 
have been examined, no conclusions about their relative merits are legitimate. If 
either turns out to be valid, as an evolutionary biologist would expect, inclusive 
fitness theory will be useful for an analysis of contemporary behavior.

It will be relevant, for instance, whenever we need to understand human moti
vations. This is certainly an outstanding problem in the context of war, whether we 
think of leaders, soldiers, pacifists or observers. To illustrate the kinds of approaches 
which may attract interdisciplinary analysis, I consider briefly three recent ways in 
which biologists have been trying to understand the distribution of aggressive mo
tivations. They are concerned primarily with aggression between individuals, but 
are easily extended to groups.

First, game theory has been modified to allow its application to evolving pop
ulations (Maynard Smith, 1982). Animals are envisaged as having a finite set of 
possible strategies which they use in interactions with each other. The best strat
egy set depends on what other individuals do. The key concept is that there exists 
an “evolutionary stable strategy” (or ESS), such that if all members of the pop
ulation adopt it, no other strategy can invade. The ESS may be pure, in which 
case the individual behaves the same in all contexts. The interesting cases are those 
where the ESS is a mixed strategy, however, such that an individual adopts different 
strategies with different probabilities.
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Game theory has been applied extensively to animal contests using simple as
sumptions. In the uHawk-Dove-Retaliator” game, for example, three strategies are 
matched. “Hawk” invariably fights until injured or victorious; “Dove” displays but 
retreats if the opponent fights; “Retaliator” behaves like a Dove against a Dove, 
but as a Hawk against a Hawk. Depending on the pay-off in encounters between 
strategies, different evolutionarily stable states emerge. The ESS typically converges 
on a stable attractor point, and is therefore not necessarily affected by the initial 
frequency of strategies. However, it is strongly affected by the pay-offs to each 
strategy in different types of encounter. By showing how different kinds of behavior 
are favored depending on pay-offs in dyadic interactions, these models promise a 
sophisticated correlation of animal behavior with ecological conditions.

The second approach considers social relationships rather than social inter
actions (Popp & DeVore, 1979). The difference is that in social interactions (as 
analysed, for example, in most game theory models) individuals do not modify 
their behavior according to past experience with their opponent, whereas in social 
relationships they do. This is therefore a more realistic method, derived from the 
study of animals in complex social groups. It stresses that an anlysis of aggressive 
behavior must take account of costs and benefits not only to the opponents compet
ing over a resource, but also to their future relationship with each other and with 
witnesses. Only then can one explain, for example, why opponents frequently rec
oncile with each other after an aggressive incident, or why intense competition may 
occur for status, even in the absence of an immediate resource (de Waal, 1982). The 
biological analysis of social relationships is in its infancy, but already it promises 
to allow easy bridges to the social sciences because it takes explicit account of the 
complexity of social networks.

The previous approaches are concerned with conflict, but not with totally un
provoked aggression. A third approach seeks to account for aggression even when 
neither resources nor status appear to be at stake. The classic area of investigation 
here is the study of infanticide. Although infants are sometimes killed for food or be
cause they are competitors, an overwhelming mass of evidence shows that in many 
cases infanticide occurs because the death of the infant benefits the reproductive 
interests of the killer. The distribution of infanticide appears to be well correlated 
with variations in the vulnerability of infants and the risks and benefits to the 
killers (Hausfater & Hrdy, 1984). The implication from these studies is that natural 
selection favors unprovoked aggression provided that the target is sufficiently vul
nerable, even when the benefits are not particularly high. Spontaneous aggressive 
motivations need not be merely the result of fear or pathology, however distasteful 
the idea.

These approaches indicate how biologists are looking for rules governing the 
frequency and context of animal aggression. They look valuable because despite the 
simplicity of their assumptions, they can generate realistic analyses of behavior, 
still rooted in inclusive fitness theory. The establishment of analytical principles 
will open the way to a synthesis of biological and social sciences if they succeed in 
showing the logic behind the evolution of aggressive motivation.
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More than anything the biological approach stresses the rewards of working 
with a logically sound currency in cost-benefit analyses. There are many areas of 
social science, of course, that bring economic calculations to the analysis of war. His
torians are often wrapped in strategic thought (Howard, 1983), as are many models 
in political science (Singer, 1980). Anthropology brings a more diverse approach. 
For instance, it emphasizes the importance of the relationship between warfare and 
social rules, but it also includes a variety of cost-benefit analyses (Fried et al., 1968; 
Otterbein, 1970). The currency in these models is a matter of debate, however, so 
that elaborate theories are easily criticized. Strategic thinking in biology is often 
simplistic by comparison, but it has the great merit over the social sciences of an 
ultimate theoretical foundation. The result is that model-building can proceed from 
a safe base.
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The Relationship of Modern Archeology to 
Other Disciplines___________________

SUMMARY OF REMARKS
Archeology requires interaction with other disciplines as soon as it goes beyond 
the simple description of the surviving remnants of past cultures. The archeologist 
must attempt to place his descriptions in historical sequence; to view past cultures 
as interacting, open systems; and to identify major changes in these systems and 
to specify their causes. He must then extract cross-cultural regularities that may 
suggest laws of human behavior and of cultural evolution. The further he moves from 
simple description to interpretation, the more dependent he is on other disciplines.

There are three big questions that archeologists must ask when they turn to 
interpretation. We can formulate these questions as follows:

1. When did the essence of humanity emerge in nonhuman primates and what 
caused the change?

2. Why did agriculture and fixed settlements replace nomadic hunting and gath
ering?

3. What forces triggered the development of cultural complexity, including craft 
specialization, the development of elites, and the emergence of power based 
on economic, religious, and other forces?
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Work on the first question is going on mainly in Africa. The southwestern 
United States is a tremendous laboratory to study the second question and, to an 
increasing extent, the third. There are intriguing examples in the Southwest of the 
development of major centers of economic complexity, which eventually disappeared 
due to drought or for other reasons. The movement toward greater complexity was 
truncated in 1500 with the arrival of the Spanish.

It is not enough to appeal only to the physicists and chemists for help. We 
must also look to the humanities to understand the motivations of past cultures. 
So archeology is an excellent example of an activity which integrates contributions 
from a whole series of interrelated disciplines. This is, of course, what the Santa Fe 
Institute hopes to do on an even larger scale.
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Reconstructing the Past through Chemistry

The purpose of these remarks is to touch on a few topics that illustrate the 
interaction of chemistry with other disciplines. These topics can serve as examples 
of the types of activities that might be undertaken by the Santa Fe Institute. Among 
the many that might be used, the focus here will be on “Reconstructing the Past 
through Chemistry.”

Reconstruction of the past is an interdisciplinary activity that involves physi
cists, chemists, geologists, and paleontologists, among others. It is of interest to a 
wide public and there have been spectacular developments recently. At the same 
time, such studies do not have a home in any traditional academic department. 
They are carried on, and to a certain extent, effectively, in various disciplinary 
departments: geology, physics, chemistry, and archeology. Each of these tends to 
have a particular slant governed by its disciplinary environment. Thus, providing 
a home that does not have such biases is a fruitful area to explore for the Santa 
Fe Institute. Although some previous talks have touched on this area, the present 
remarks should not unduly overlap those. Two of the examples that will be covered 
will be from the physical world; the last examples will be from archeology.

The past has extended over such a long time, that only infinitesimally small 
parts can be studied in any detail. Only a year after the start of our universe in 
the Big Bang, when electrons started to recombine with protons, alpha particles 
and a smattering of heavier elements, chemical reactions began. Possibly some of 
the few hydrogen molecules formed at that time have survived to this day. Some
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of the more complicated molecules in interstellar space are certainly older than our 
solar system. Thus, radioastronomers studying such molecules are doing a chemical 
reconstruction of the past as they address questions of the formation processes 
leading to these molecules.

Turning to the more recent past, there have been significant discoveries in recent 
years on the state of the solar system at the time that it was condensing from a 
gaseous solar nebula, or agglomerating from a cloud of dust and gas. Of the material 
available to study the state of the nebula at that time, terrestrial samples are 
almost worthless since they have been greatly distorted by the geological processes 
that have gone on through intervening time. Much more useful are meteorites and 
samples of the moon. Finally, there is the dust which can be collected from the 
stratosphere, dust which may well be the debris of comets which, in some theories, 
have survived from the time of the formation of the solar system. Such stratospheric 
dust samples are too small for extensive studies. It is the other samples of extra
terrestrial material (lunar and meteoritic) that are being intensively studied for their 
chemical and isotopic composition in various laboratories. The relative abundance 
of the chemical elements that are present, the mineralogy, the microscopic physical 
structure, all provide evidence on the state of the early solar system.

Perhaps the most intriguing information comes from accurate measurements of 
the isotopic composition of various chemical elements in samples of extra-terrestrial 
matter. In the case of several elements, for example, neon, magnesium, and oxygen, 
such measurements indicate that the material of our solar system was not produced 
in a single star, but had its origins in several places in the galactic nebula.

The case of the isotopic composition of oxygen has been studied in some detail. 
Oxygen has three stable isotopes: oxygen 16, oxygen 17, and oxygen 18. The relative 
abundances of these three isotopes of oxygen in various samples have been carefully 
measured by Professor Robert Clayton at the University of Chicago.1 Oxygen is a 
most pervasive element. It is the most abundant element in the condensed matter 
of most samples and yet this element retains evidence of conditions in the early 
solar system.

Figure 1 shows the nature of this evidence. The figure is a plot of the ra
tio of oxygen 17 to 16 [6170(SMOW)] versus the ratio of oxygen 18 to oxygen 16 
[6180(SMOW)]. Both coordinates are in parts-per-thousand deviation from the val
ues in a reference sample. The total range is small—but unmistakable. The isotopic 
composition of oxygen is not exactly the same in all samples. The values from all 
terrestrial samples lie on a line with slope one-half and have an error which is not 
much larger than the width of the line. Samples of oxygen from terrestrial silicate 
rocks or snow or biological material provide values that lie along this line.

One may ask why there is any spread at all in the values from these samples. 
Why isn’t the isotopic composition of all terrestrial samples exactly the same? On 
this fine scale, there is a spread because there are mass effects on physical and 
chemical equilibria and on the rates of these processes. It can be shown that all 
these should produce effects twice as large for oxygen 18 as for oxygen 17. This 
explains why all terrestrial samples lie on a line with slope one-half in Figure 1.
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FIGURE 1 Figure 1. Variation of oxygen isotyope ratios in terrestrial and certain mete- 
oritic (C-2, C-3, C-4) materials. From Clayton1.

When Clayton examined some extra-terrestrial samples, he found quite differ
ent results. The data from some meteorites, such as the C-l chondrites, lie pretty 
close the the terrestrial line. But the data from several classes of meteorites, C-2, 
C-3, and C-4 carbonaceous chondrites, are off the line—much beyond experimental 
error. Such meteorites, from their morphology and mineralogy, appear to have been 
subjected to less geological alteration than any other meteorites. They look as if 
they had been gathered together and merely packed together from the pre-solar 
material. They certainly haven’t been melted or subjected to excessively high pres
sures and some even have water in them, so that they could never have been at 
a high temperature. They are, at present, the best examples of early solar system 
material. Not only do the data from such meteorites in Figure 1 lie off the terres
trial line, but they have a quite different slope. Instead of a slope of one half on 
this scale, which is that predicted theoretically for mass effects, the data from these 
meteorites lie on a line of unit slope.

Such a slope could be explained if, in addition to oxygen of ordinary isotopic 
composition, there had been added some pure oxygen 16. This would imply that 
these particular meteorites came from a region of the solar system that had a 
different amount of oxygen 16 injected into it than the earth and moon. Therefore, 
the preagglomerated solar system was not homogeneous isotopically. And if it was 
not homogeneous isotopically, then it probably was not homogeneous chemically, 
although so far no concrete evidence of this has been found. This undoubtedly is
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because techniques for establishing chemical heterogeneity are not as sensitive as 
those for establishing isotopic heterogeneity.

Recently questions have been raised whether photochemical processes in the 
early solar nebula could have produced the small isotopic changes that are observed 
in the samples being discussed. However, the clustering of the anomalous oxygen 
isotopic ratios about the line with unit slope, and the magnitude of the effects 
produced, appear to be inconsistent with possible photochemical processes, as is 
the presence in many of the same samples of isotopic anomalies of other elements.

The second example of the role of chemistry in reconstructing the past involves 
not only chemistry, but geology, paleontology, and meteorology, but it all started 
with chemical analyses. It, thus, is a prime example of an interdisciplinary activity 
of the type proposed for this Institute. This is the discovery by the Alvarez’s, father 
and son, and their group at Berkeley,2 that certain geological strata have elevated 
concentrations of the rare element iridium. This enrichment, at the boundary be
tween the sediments deposited in the Cretaceous and Tertiary periods, about 65 
million years ago, is world wide. It has now been established at many sites on at 
least four different continents.

FIGURE 2 Figure 2. Iridium abundance (in parts per trillion) as a function of depth (in 
meters) near the Tertiary-Cretaceous Boundary. Also shown are the concentrations of 
pollen spores (from C. J. Orth, et al., ref. 3).



Reconstructing the Past through Chemistry 91

One of the sites where extensive work has been done is only about 100 miles 
north of here, near Trinidad, Colorado. A group at the Los Alamos National Labo
ratory, led by Dr. Carl O rth ,3 has obtained some of the most striking data. Figure 
2 from their work shows the iridium abundance, in parts per trillion, plotted hori
zontally on a logarithmic scale as a function of depth in the rock, in meters, on the 
vertical axis. At the Tertiary-Cretaceous Boundary, the iridium abundance rises 
to values hundreds of times higher than in strata  above or below the boundary. 
Paleontogical studies have shown that at the same time, many species of plants 
and animals disappeared. This is illustrated on the right side of Figure 2. It has 
been proposed that the enhanced iridium in this world-wide deposition is due to 
the collision with the earth of an asteroid or comet. Such objects are expected to 
have iridium contents more than thousands of times higher than terrestrial surface 
rocks. The injection into the high atmosphere of the debris from such a cataclysmic 
event could have spread the iridium world wide and, it is theorized, produced the 
extinction of life forms that appear to have occurred at this time. This discovery 
has also sparked speculation that a significant number of large nuclear explosions, 
by injecting dust into the atmosphere, could produce climatic effects large enough 
to affect the ability of parts of the planet to sustain life.

The interpretation of the elevated iridum contents of certain geological strata  
as being due to extra-terrestrial impacts is not accepted by everybody. An alter
native explanation suggests that enhanced volcanic activity over a period of 10,000 
to 100,000 years4 is the cause of the enhanced noble metal and other elemental 
abundances, as well as being responsible for the extinctions of species that appear 
to have occurred at the same time. Whichever explanation turns out to be true, 
chemical analysis for one of the rarest elements has impacted on studies of geology, 
evolution, meteorology and even on contemporary considerations of military policy.

The third example involves the use of various types of chemical analyses for 
establishing the times and nature of artifacts left over from previous human activity. 
There are many facets to this and it is a thriving occupation. Again, it is an activity 
that is inherently multidisciplinary. A very few illustrative examples will be noted 
here.

A typical situation is to take shards of pottery and try to establish either their 
origin or the period when the pottery was made or used. Using modern analytical 
techniques, the relative amounts of 15 to 30 chemical elements can be determined 
accurately on very small samples. In this way the source of pottery used in the 
Eastern Mediterranean 3000 years ago can be identified as being either from Crete 
or from mainland Greece by the distinctly lower amounts of chromium and nickel 
in the pottery from the mainland.5 The trends in the amounts of the other elements 
support this interpretation.

Another example is the history of the introduction of European pottery-making 
techniques into the Americas. How long did the Spanish in the Americas import 
their pottery and when did they start making their own? There has been an exten
sive study of remains of pottery used by the Spaniards in the early days of their 
American stay.6 In the case of the settlements in Venezuela and the Dominican 
Republic, all the pottery was imported for a long time from the homeland in Spain,
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in fact from one place near Cadiz. On the other hand, in Mexico, within 50 years 
after the conquest, the Spanish were making their own pottery out of local clay 
with the same kind of surface glaze and decorations that they were used to having 
back in Spain.

Finally, an analytical technique of a different type may be mentioned. This 
involves the use of racemization of optically active molecules. Our bodies, and all 
living material tha t we know, are composed of only levo-amino acids (molecules 
that have only one out of the two possible geometric arrangements of atoms about 
a center of asymmetry in the molecule). On the other hand, at a given temperature, 
levo-amino acids gradually racemize, converting slowly into an equal mixture of 
levo and dextro molecules. This conversion is happening in our bodies all the time, 
fortunately slowly enough so that there are no ill effects, since the dextro forms 
cannot be utilized in body chemistry. The extent of this racemization can be used for 
various chronological purposes. Since the rate is very temperature sensitive, the rate 
of racemization of the amino acids of a human in the arctic region will be drastically 
reduced when death occurs and the body is placed in the low-temperature earth. 
The amount of racemization in human remains in arctic regions has been used to 
estimate the age at which the person dies.7

On the other hand, in more temperate regions, the rate of racemization is 
signficant even after burial. For certain amino acids the half-life for racemization 
under these conditions is about 15,000 years. Thus, the technique has potential for 
providing chronological information going even further back than carbon-14, with 
its half-life of 5730 years. Although this technique is in its infancy and its limitations 
have to be explored,8 it also has the potential for making use of many more amino 
acids than have been studied so far.

These are examples of the use of chemistry to study and to reconstruct the 
past. They are clearly only a minute fraction of the work that has been done, and 
only an indication of the possibilities for the future. The location here near Santa Fe 
appears to be ideal for such studies. There are museums, interest in anthropology, 
much geological activity in the Southwest, and superb facilities for chemical analyses 
at the Sandia and Los Alamos National Laboratories. Thus, an Institute with these 
interests would be building on, and expanding, a local base, as well as making use 
of, through modern communications, contacts with work in this area in the rest of 
the country and even the world.
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The Conscious and Unconscious Stream of 
Thought__________________

In presenting an overview on the current state of psychological research on the 
stream of conscious and unconscious thought, I am sensitive to the fact that, in a 
way, my auditors or readers are already experts on the subject. Each of you knows 
the nature of your ongoing thoughts, fantasies, memories, your verbal glosses on 
the passing scene—indeed, you know that you process a vast amount of “internal” 
information to which the psychologist is not privy unless you choose to reveal it. 
Indeed, you might try a thought experiment and take note of the many times your 
attention wanders away from my content in the direction of an awareness of hunger 
pangs, perhaps some thoughts about your evening plans or, even more remotely 
from your task as a reader or auditor, to an extended romantic or exotic fantasy. A 
major challenge to modern psychology, psychiatry or behavioral science generally is 
to construct models of the dynamic flow of human responses which incorporate the 
interplay between the publically observable movements and speeches of people and 
the fact that each individual carries on some complex mixture of private conscious 
thought and, indeed, very likely some form of unconscious mentation during every 
type of social or solitary action.

Emerging Syntheses in Science, 1987 95
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A FRAMEWORK FOR STUDYING ONGOING THOUGHT
1. THE PSYCHOANALYTIC METHOD

Sigmund Freud and William James met in the United States at Clark Univer
sity in 1909. The brief encounter of the two great pioneers of the scientific study 
of the flow of human thought processes symbolizes the task which modern stu
dents of consciousness must now confront. William James, using introspection and 
clinical observation (Taylor, 1983), described the critical properties of ongoing con
scious thought as a basic dimension of human psychology in his classic textbook 
(James, 1890/1952). Sigmund Fteud used the characteristics of the thought stream 
as verbalized in the free associations of his patients to identify through blockages 
of verbalizations, diversions in sequence, and momentary forgettings, the opera
tion of a set of thought activities that were unconscious or preconscious. Much 
of the modern psychoanalytic theorizing about the ways in which presumably un
conscious wishes, fantasies, conflicts or interpersonal attitudes (transferences and 
object-representations) influence adult behavior continues to be derived from anec
dotal accounts of psychoanalysts who are assumed to be well-trained to make obser
vations and to draw inferences from samples of the free associative thought. Indeed, 
to the extent that one can assert that psychoanalysis meets the various criteria of 
eliminative induetionism and remains a viable scientific method for investigating 
the possibility of unconscious influences upon the public personality of an individual 
(Edelson, 1984), one must confront the method’s reliance upon ongoing associative 
thought as its information base.

An example from recent research which demonstrates a systematic quantitative 
approach to using the free associations of patients in psychoanalysis to test an aspect 
of Freud’s theory of repression, the defensive nature of momentary forgetting, has 
been provided by the ingenious work of Luborsky (1977). Figure 1 shows the average 
relationship for ten patients between their speech patterns, sudden forgetting of 
thought or other material, and subsequent flow of speech following the episode of 
forgetfulness. By examining the tape-recorded transcripts of actual therapy sessions, 
Luborsky was able to show that as patients touched on difficult topics—usually 
their relationship with the therapist (the transference)—there was an increase in 
hesitations, exclamations of uncertainty, and other signs of cognitive disturbance 
(see left half of graph). After the instance of forgetting, the speech disturbances are 
reduced (right half of graph), suggesting that the defense of repression has served 
temporarily to reduce anxiety. Studies of this type provide some of the best evidence 
so far available to back up Freud’s original observations of how defenses worked in 
the psychoanalytic session.

While the hypotheses about unconscious thought activity derived from psycho
analysis reflect sweeping insights, we may have under emphasized the valuable har
vest to be gleaned from studying the domain of normal conscious thought. These 
waking interior monologues, reminiscences, mental rehearsals of future acts, the 
speculative forays into possible and impossible futures we call daydreams or fan
tasies, all are part of the ongoing flow of consciousness first identified formally by
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William James. Curiously, Freud and many subsequent psychoanalytic theorists 
have paid surprisingly little attention to the structural characteristics of natural- 
occurring associative thought despite their dependence on the content of such ma
terial for drawing inferences about unconscious mechanisms. My own hypothesis 
which someday I hope to elaborate is that Freud’s Victorian prudishness led him 
to cast the childish, trivial, slimy, salacious, self-serving and hostile qualities of 
ordinary conscious thought down to the limbo or hell of an unconscious mind. 
Rather than confront the full absurdity of much of our ongoing consciousness, he 
emphasized the secondary process or logical sequential processes of ego-oriented 
consciousness and studied the primary processes as manifestations from the nether 
regions, discernible in occasional peremptory ideational upsurges, transference fan
tasies and, especially, in night dreams.

With the emergence of the cognitive movement in the behavioral sciences from 
about 1960 on, we see a paradigm shift towards a view of the human being as an 
information-seeking, information-processing organism rather than as a hydraulic 
energy machine, a creature endlessly struggling to contain the pressures from sex
ual or appetitive drives, a view apparent from the writings of psychoanalysts and 
learning theorists of the 1930s, ’40s and ’50s. Yet even the cognitive movement with 
its focus on the active sequence of information-organization is somewhat uncom
fortable with the problem of the natural stream of thought. Most cognitive research 
assigns people circumscribed, well-defined problems to solve, whether in the form 
of the indentification of rapidly presented letters, shapes, pictures, etc. Even the
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revival of interest in private imagery has chiefly emphasized images as direct dupli
cation of objective, external stimuli as in the experiments of Segal (1971), Shepard 
(1978) or Kosslyn (1981). Yet much natural-occurring imagery is more dynamic 
and fluid than the well-controlled metal cube rotations of Shepard and, indeed, 
it is probably much more about people in relationships or about buildings, shops 
or nature scenes than the geometric shapes we can manipulate so easily in the 
laboratory. In a sense, a painting such as Picasso’s Guernica with its fragmented 
bodies, distorted horses and emotional impact captures the memory images of a 
spectator of the village bombing better than would a moving picture of the scene. 
Our great artists and writers have pointed the way for us in describing the role 
of conscious thought in the human condition. We now must move toward meeting 
that challenge by developing method and theory that make possible a fuller descrip
tion of the functioning organisms as one that processes not only environmentally 
presented information about physical objects and people, but that also processes 
and reshapes a continuing flow of stimulation generated from one’s own long-term 
memory system.

2. A COGNITIVE-AFFECTIVE PERSPECTIVE

It has become increasingly clear to cognitive psychologists that our ways of knowing 
the world are intrinsically bound up with our ways of feeling or, indeed, our moral 
and aesthetic evaluations (Rychlak, 1977,1981; Tomkins, 1962-1963; Zajonc, 1980). 
Philosopher Robert Neville’s “reconstruction of thinking” points to the centrality of 
some inherent valuation process in all knowing and certainly in imagination (Neville, 
1981). Significant advances have been made in the past decade in empirical studies of 
the specific emotions with which we seem “wired.” Excitement-interest and joy are 
positive emotions that, when invoked, are usually positively reinforcing. Fear-terror, 
distress-sadness, anger, and shame-guilt-humiliation are negative affects, generally 
serving as punishing experiences (Izard, 1977; Singer, 1974; Tomkins, 1962-1963).

Tomkins’ proposal is that humans are inherently motivated by four implica
tions of the positive and negative emotions: we maximize experiences we expect to 
generate positive affect and minimize the likelihood of experiencing negative affect; 
we experience and express emotions as fully as possible; and, finally, we control 
emotions as it becomes adaptively necessary. Since space limits a detailed explo
ration of the emotions, I will point here chiefly to their close link with the cognitive 
system and with the information-processing sequence. In effect, in studying the 
private personality, we need to recognize that we can be startled and intrigued by 
our own thoughts, that waking as well as nocturnal fantasies can evoke the fear 
or terror we associate with nightmares, that recurrent fantasies of betrayal or hu
miliation may have important bodily feedback implications, even if (or sometimes 
because) they are never translated into overt action. The quiet, “nonemotional” 
scholar can react with private experiences of intense joy to a humorous passage 
in one of Aristophanes’ plays or with intense excitement at the realization of the
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relationship between two previously obscure readings of an ancient text. The hyper
tensive adult has been shown to be characterized specifically by recurrent aggressive 
daydreams (Crits-Christoph, 1984).

A key concept in the paradigm shift from an S-R to a cognitive perspective 
in psychology is the notion of a temporally extended, if very rapid, “sequence” in 
information processing. The close tie between information processing on the one 
hand and emotional experience on the other pointed to by Tomkins (1962-1963), 
Izard (1977), Mandler (1975), McClelland (1961), and Singer (1973,1974) has also 
greatly expanded our ability to relate motivation to cognition.

Most cognitive theories tend to emphasize consciousness as a feature of the pri
vate personality. They do not preclude, however, the possibility that many of our 
plans and anticipations may have become so automatic that they unroll too rapidly 
for us to notice them in the flurry of events. Thus, when we first learn to drive, 
we must consciously think of each step to be taken: “depress the clutch, shift the 
gear, gradually release the clutch, slightly feed the gas by the gas pedal.” Once we 
have carried out a sequence like this often enough, we can engage in the complex 
motor and perceptual acts necessary for driving a car, and, simultaneously, talk, 
think of other events, listen to music, or observe the scenery. Langer’s research 
on mindlessness, or over learned mental action sequences is relevant here (Langer, 
1983). Recently, Meichenbaum and Gilmore (1984) have developed further the view
point that unconscious processes reflect well-established or overlearned constructs, 
schemas, or metacognitions (e.g., rules of memory retrieval and various biasing 
rules about material accepting or threatening of self-beliefs), a position similar to 
Tomkin’s (1979) theory of nuclear scenes and scripts.

Cognitive theories often make the assumption that private experiences such as 
conscious thoughts, fantasies, or images provide an alternative environment to the 
continuous processing of material from the external world (Singer, 1974). Thoughts 
may be reshaped and reorganized and further acted upon by further thought in 
much the same way as our experience is modified by new inputs from the physical 
or social environment. Thus, there is a constant restructuring of material in the 
memory system; memory is never simply a process of passive storage.

Cognitive theories also assume that some attitudes, beliefs, or patterns of in
formation are more central or self-oriented than others, and, therefore, are more 
likely to evoke complex affective responses. The self can be regarded as an object of 
cognition or as part of perceived experience rather than as an agent. Because our 
most personal schemata are associated both with a long background of memories 
from childhood and with our most recent experiences, they are linked to the most 
complex network of related images, memories, and anticipations. Novel material 
that does not fit in with beliefs or expectations will generate a sense of incongruity. 
In the face of persisting incongruity, an experience will evoke great intensities of 
distress or anger.
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FIGURE 2 As the graph shows, a person’s emotional reaction to a stimulus depends 
on the suddenness and incongruity of new information and the time it takes for incon
gruity to be reduced. Note that laughter and the positive emotion of joy are aroused 
when incongruity or threat is relatively quickly reduced, but that if high levels of in
congruity persist, the negative emotions of anger, distress, or sadness may emerge. 
(Based on Tomkins, 1962)

INCONGRUITY AND THE AROUSAL OF SPECIFIC EMOTIONS. Tomkins (1962) has 
proposed an ingenious theory linking the sequence of arousal of specific emotions 
such as fear-terror, anger, sadness or joy to the suddenness of one’s confrontation 
with complex or difficult-to-assimilate information and with the persistence of this 
incongruity over time. Figure 2 demonstrates the model. Let us consider, as a kind 
of thought experiment, the following example:

Let us suppose you happen to be home alone early one autumn evening. The 
doorbell rings. As you move to answer the door, the possibilities about who might 
be there quickly flit through your consciousness. It could be a friend or relative 
who occasionally drops in on an evening. A more remote possibility might be a 
magazine salesman, because you have heard from others that one has been around 
recently in the evening. In effect, then, even as you move toward the door, you 
are already drawing on your own background of memories—what Miller, Galanter, 
and Pribram as well as Tomkins would call your image; you are establishing some 
anticipation which can then be verified when you actually open the door.

There before your open door stands a gorilla! Your immediate reaction almost 
certainly would be to show the startle reflex. Your eyes blink, your arms are thrust 
up and back, your body is bent forward. Within a split second, you open your eyes 
and again see the gorilla and become overwhelmed with fear. In effect, you are 
confronting a stimulus that cannot be matched to any of your anticipated plans;
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this produces a high level of incongruity or cognitively unassimilable material with 
an associated high level of density of neural firing within a very short time. The 
emotion of fear or terror is, thus, evoked by the situation.

Suddenly the gorilla says in a rather child-like voice: “Trick or treat!” Now you 
remember this is Halloween and, in an instant, you can make a mental match with 
a well-established custom, although not one you had been prepared for just at this 
moment. There is a sudden reduction in the novelty and complexity of the situation 
and you show the affect of joy, in a burst of relieved laughter.

Let us suppose for a moment that it was a real gorilla! This incongruity and 
threat of the situation persist at a high level and you cannot make any sense of it. 
The animal starts to advance into the house and you experience terror, then rage 
and anger at this intrusion. It forces its way in and you retreat back into the house 
and try to stem its advance, angrily throwing things at it while trying to find a 
source of escape. You are now a prisoner of the gorilla. It clomps around the house, 
knocking over furniture, breaking glasses, eating the fruit you had in a bowl, and 
you find yourself alternating between anger and despair. You experience a little 
more familiarity with the situation but still are helpless. With familiarity you are 
more likely to experience a somewhat lower level of persisting incongruity. This will 
lead to the affect of distress and sadness.

While my example, concocted some years ago, may seem unrealistic, a recent 
newspaper report described the case of eight chimpanzees who escaped from a 
traveling circus in West Germany. They created considerable distress and confusion 
by knocking at doors or appearing at the windows of local homeowners! So my 
fictional example may not be so far-fetched after all. One can surmise the emotions 
of the people who opened their doors to these straying apes.

SOURCES OF STIMULATION AND THE ONGOING THOUGHT PROCESS. To summa
rize my general point of view, the human being is confronted regularly by two major 
sources of stimulation, the complex physical and social characteristics of the sur
rounding environment which make demands for “channel space” on one’s sensory 
system and an alternative, competitive set of stimuli generated by the brain that 
may also impact the sensory system although with somewhat less urgency when one 
is in the highly activated and aroused condition of wakefulness. A third source of 
stimulation, weaker in demand for conscious processing if often no less important, 
is the signalling system from the ongoing machinery of our bodies, a system of great 
importance in health but not yet well-enough researched and, certainly, except un
der great pain or fatigue, often ignored. What I would like to suggest is that as far as 
we can tell most people are carrying some kind of ongoing interior monologue, a kind 
of gloss on the immediately occurring events as well as engaging in associations of 
these events. Under circumstances in which the external stimulus field involves great 
redundancy or sufficient familiarity so that one can draw on automatized cognitive 
and motor processes, one may become aware of the continuing array of memories 
or fantasies unrelated to the immediate environment. Since, as I will argue below, 
much of our stress of thought is made up of unfinished intentions or longstanding as 
well as current concerns, the attention to such stimulation often provokes negative
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emotions of fear, sadness, shame-guilt or anger and has a generally mildly aversive 
quality. Thus, we often prefer to put on the radio or television, do crossword puz
zles, or, if in an elevator with a stranger, talk about the weather, rather than stay 
with our thought sequences. Attention to self-generated stimulation does seem to 
involve at least temporarily a shift to a “different place” and the use of the same 
sensory systems, sometimes in parallel, sometimes in sequential fashion (Antrobus, 
Singer, Goldstein, & Fortgang, 1970; Singer, Greenberg, k  Antrobus, 1971). The 
complex interaction of both hemispheres of the brain necessary for such a mix
ture of sequential thought and automatic verbal-chain or intended action-sequence 
processing (left hemisphere) and for the more parallel, global, novelty-seeking and 
perceptual orientation (right hemisphere) has been documented in an impressive 
review by Tucker and Williamson (1984). I will, however, focus the balance of this 
paper on a series of methods that have emerged for providing systematic data on 
ongoing thought and will not further address the presumed brain mechanisms that 
may underlie the recurrent generation of stored “material” that provides us with a 
phenomenal but very “real” experience of a stream of consciousness.

EXPERIMENTAL LABORATORY STUDIES OF ONGOING 
THOUGHT
1. STIMULUS INDEPENDENT THOUGHT IN SIGNAL DETECTION STUDIES

Beginning in 1960, John Antrobus and I developed a series of experiments designed 
to determine if we could in some way tap into ongoing thought. Our intention in 
effect was to capture the daydream or fantasy as it occurred, or come as close 
to doing so as possible. The model grew out of the vigilance and signal-detection 
studies developed in World War II to study how individuals could adjust to tasks 
that required considerable attention under monotonous conditions or environments 
of minimal complexity and stimulation.

In this model, the subject, in effect, has different degrees of demand made 
upon him or her for processing externally derived information under conditions 
of reasonably high motivation. Since the amount of external stimulation can be 
controlled, it remains to be determined by the study to what extent individuals 
will shift their attention from processing external cues in order to earn money 
by accurate signal detections, toward the processing of material that is generated 
by the presumably ongoing activity of the brain. Our attempt was to determine 
whether we could ascertain the conditions under which individuals, even with high 
motivation for external signal-processing, would still show evidence that they were 
carrying on task-irrelevant thought or, in the term we have been using more recently, 
stimulus-independent mentation (SIM).

If, while detecting signals, an individual was interrupted periodically, say, every 
fifteen seconds, and questioned about whether any stimulus-independent or task- 
irrelevant thoughts occurred, a “yes” response would be scored as SIM or TITR
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(task-irrelevant thought response). By establishing in advance a common defini
tion between subject and experimenter as to what constituted such task-irrelevant 
thought, one could have at least some reasonable assurance that reports were more 
or less in keeping with the operational definition established. Thus, a thought that 
went something like the following, “Is that tone louder than the one before it? It 
sounded like it was,” would be considered stimulus-dependent or task-relevant and 
would elicit a “no” response even though it was, indeed, a thought. A response 
such as “I’ve got to remember about picking up the car keys for my Saturday night 
date” would, of course, be scored as stimulus-independent mentation. A thought 
about the experimenter in the next room (“Are they trying to drive me crazy?”), 
even though in some degree generated by the circumstances in which the subject 
found himself, was nevertheless scored as SIM because it was not directly relevant 
to. the processing of the signal that was defined for the subject as his or her main 
task.

By keeping the subjects in booths for a fairly lengthy time and obtaining reports 
of the occurrence of stimulus-independent thought after each 15-second period of 
signal detection, it was possible to build up rather extensive information on the fre
quency of occurrence of SIM, their relationship to the speed of signal presentation, 
the complexity of the task, and to other characteristics of the subject’s psycho
logical situation. Indeed, as Antrobus (1968) showed, it was possible to generate a 
fairly precise mathematical function of the relationship of a stimulus-independent 
thought to the information load confronted by the subject in the course of ongoing 
processing.

By using periodic inquiries for content as well as for presence or absence of 
SIM, it was possible to examine the range and type of content available and to 
score this material along dimensions similar to those also used for night-dream 
research, e.g., vividness of imagery, modality of imagery, degree of personal content 
versus impersonal content, future or past references, etc. The alternative method of 
establishing content was to make use of continuous free association by the subject 
during a vigilance task (Antrobus k  Singer, 1964).

A number of generalizations have emerged out of the signal-detection exper
iments. It was possible to indicate that stimulus-independent thought could be 
reduced significantly if the amount of reward paid subjects or the complexity of 
the task was systematically increased. As a matter of fact, although significant 
reductions did occur, it turned out to be difficult to reduce reports of stimulus- 
independent thought to zero unless signals came at such irregular intervals that 
subjects could not apparently learn to pace themselves. While this would suggest 
that the general pattern of dealing with stimulus-independent thought involves a 
sequential style, there has been evidence in a study by Antrobus, Singer, Goldstein, 
and Fortgant (1970) that, under certain circumstances, it is possible to demonstrate 
parallel processing, that is, reports of stimulus-independent thought occurring even 
as the subject was accurately processing signals.

When new, potentially person ally-relevant information is presented to the sub
jects just prior to a signal-detection “watch,” there is a greater likelihood of an
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increase in stimulus-independent thought. Errors, however, may not necessarily in
crease for some time. It is as if, in many instances for tasks of this kind, subjects 
are not using their full channel capacity for processing private as well as external 
cues.

The signal-detection method for tapping in on ongoing thought presents some 
elegant opportunities for measuring more precisely what the odds are that any task- 
irrelevant mentation will take place at all. Fein and Antrobus (1977) were able to 
demonstrate that even though a trial of signal detections was increased from, say, 
one minute to two minutes (with signals coming every second, this would mean 
from perhaps 60 to 120 detections required of the subject), the relative frequency 
of reports of stimulus-independent mentation was capable of being described by a 
Poisson distribution once the subject made an initial report of an SIM. In other 
words, while there might be as long as an 8-minute period of “no” reports of SIM in 
a given trial of one or two minutes of signal presentation, once the subject reported a 
positive occurrence of stimulus-independent thought, the frequency of such reports 
was describable by a Poisson distribution rather than by a binomial distribution.

A procedure such as this provides some opportunity for us to see before us 
exactly what inherent capacities there are for processing private as well as public 
material, and the extent to which there may actually be inherent brain rhythms 
that play a role in the pattern of either sequential shifting that can occur, or in 
the emergence of parallel processing as well. It has also been possible to show by 
systematically examining content of reports in relation to whether or not the signal 
being presented was either visual or auditory that essentially the visual system 
is implicated in the production of visual SIM while the auditory system is more 
implicated in the production of sounds in the “mind’s ear.” In effect, this study 
lent further support to increasing evidence that privately generated phenomena do 
relate fairly closely to the basic imagery modalities implicated in the perceptual 
process as well as in the thought process (Antrobus et al., 1970).

The signal-detection model also permits the study of some degree of individual 
differences. Antrobus, Coleman, and Singer (1967) were able to show that subjects, 
already by self-report predisposed to be imaginative, were more likely as time went 
on to report more stimulus-independent thought than subjects who reported on 
a questionnaire that they were little given to daydreaming. The differences be
tween the two groups increased over time and, indeed, so also did the number of 
errors. Initially, the high daydreamers reported a considerable amount of stimulus- 
independent thought without differing in the level of errors from the low daydream
ers. As time went on, however, there was suggestion that they seemed to be prefer
ring to respond to stimulus-independent mentation and their error rate increased 
significantly compared with the relatively stable rate of errors for the subjects who 
showed relatively little stimulus-independent mentation.

The cognitive processing model has a great many other implications that have 
not been examined fully. In addition to individual differences and to studies of the 
very process or relationship of information load from the external environment to 
self-generated material, we can look also at the task of processing in relation to the 
kind of priorities the individual may set more generally for processing life situations,
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whether to stress internally generated material or externally generated signals, and 
we can also look at the role of private material in generating specific emotional 
reactions. Thus, the same signal-detection task has been used in several studies to 
which we will refer below for establishing the implications of positive and negative 
affect.

In various studies directed by Antrobus and myself, we have consistently found 
evidence that even when persons are paid for correct signal detections, penalized for 
errors, forced to maintain a rapid pace of response (e.g., 1 per second), they show 
a fairly consistent rate of stimulus-independent thought (Antrobus et al., 1970).

An attempt was made to observe the relative frequency of two types of thought 
content, both unrelated to immediate task (auditory signal detections). Four per
sons participated in 11 consecutive, daily, 2-hour, signal-detection watches with 
interruptions after each 16-second trial for reports of occurrence of task-irrelevant 
thought. Subjects maintained an 80% accuracy detection level throughout. They 
reported the occurrence of stimulus-independent thought in more than 55% of the 
trials, a figure that was remarkably stable across the 11 daily sessions. Within the 
category of stimulus-independent thought, thoughts of a general nature about the 
experiment (but not about the detection of signals, e.g., “Fm imagining what the 
experimenters are doing in the next room while Fm in here”) are experiment re
lated but task irrelevant; they may be compared with more remote task-irrelevant 
thoughts such as “I’m picturing meeting my roommate Joe’s sister next week.” 
While experiment-related thought constituted up to 40% of all task-irrelevant 
thought in the first 4 sessions, it dropped off drastically during the remaining days, 
while more remote thought increased considerably (Antrobus et al., 1984).

In yet another study, reports of stimulus-independent thought characterized 
somewhat more than 50% of 80 trials by random lengths in 4 daily, signal-detection 
watches. Female participants reported a higher overall level of such responses; both 
males and females reported more task-irrelevant thought when the experimenter 
was of the opposite sex, but the effect was clearly greater for females (Algom &; 
Singer, 1984).

Controlled studies of ongoing thought during signal detection watches afford a 
continuing rich opportunity for estimating the determinants of the thought stream. 
We know that the introduction of unusual or alarming information prior to entry 
into the detection booth (overhearing a broadcast of war news) can increase the 
amount of stimulus-independent thought even though accuracy of detections may 
not be greatly affected. A series of studies directed by Horowitz (1978) has demon
strated that specific emotional experiences of an intense nature prior to engaging in 
signal detections lead to emergence of material in the form of stimulus-independent 
ideation when thought is sampled during the detection period. Such findings have 
suggested a basis for understanding clinical phenomena such as “unbidden images” 
(Horowitz, 1978) or “pre-emptory ideation” (Klein, 1967). I believe, however, that 
we can go even further with such a procedure and begin to develop a systematic 
conceptualization of the determinants of the stream of consciousness.



1 0 6 Emerging Syntheses in Science

1.00

.90

.80

.70

§  .60 
P
CE
O
£ . 5 0
cr
CL

.40

.30

.20

.10

.00

FIGURE 3

2. EXPERIMENTAL INVENTIONS AND THOUGHT SAMPLING

While the signal detection procedure gives us a powerful control over the environ
mental stimulus input and affords an opportunity to estimate very precisely the 
lengths of specific stimulus-independent thought sequences, there are somewhat 
less artificial methods of thought-sampling that have been increasingly employed 
in the development of an approach to determining the characteristics and deter
minants of waking conscious thought. These involve: a) asking participants to talk

SESSIONS
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out loud over a period of time while in a controlled environment and then scoring 
the verbalization along empirically or theoretically derived categories; b) allowing 
the respondent to sit, recline or stand quietly for a period of time and interrupting 
the person periodically for reports of thought or perceptual activity; c) requiring 
the person to signal by means of a button press whenever a new chain of thought 
begins and then to report verbally in retrospect or to fill out a prepared rating form 
characterizing various possible features of ongoing thought.

Klinger (1977a,b, 1978, 1981) has employed thought sampling in the above 
forms to test a series of hypotheses about ongoing thought. He has made an in
teresting distinction between operant thought processes and respondent thought 
processes. The former category describes thoughts that have a conscious instru
mental property—the solution of a specific problem, analysis of a particular issue 
presently confronting one, examination of the implications of a specific situation in 
which one finds oneself at the moment. Operant thought is active, directed, and has 
the characteristics of what Freud called “secondary process thinking.” As Klinger 
has noted, it is volitional, it is checked against new information concerning its effec
tiveness in moving toward a solution or the consequences of a particular attempted 
solution, and there are continuing efforts to protect such a line of thought from 
drifting off target or from the intrusion of distraction either by external cues or 
extraneous irrelevant thought (Klinger, 1978). Operant thought seems to involve a 
greater sense of mental and physical effort, and it probably has the property that 
the neurologist Head called “vigilance” (Head, 1926); Goldstein, the “abstract at
titude” (Goldstein, 1940); and Pribram and McGuinnes (1975), “effort,” a human 
capacity especially likely to be weakened or to disappear after massive frontal brain 
damage. Klinger’s research involving thought-sampling methods has suggested that 
operant thought is correlated to some degree with external situation-related circum
stances. It involved higher rates of self-reports about evaluation of progress toward 
the goal of the thought sequence as well as of efforts to resist drift and distraction 
(Klinger, 1978).

Respondent thought in Klinger’s terminology involves all other thought pro
cesses. These are non volitional in the sense of conscious direction of a sequence, 
and most are relatively noneffortful (Bowers, 1982). Respondent processes include 
seemingly unbidden images (Horowitz, 1970) or peremptory thought (Klein, 1967), 
which are the mental distractions one becomes aware of when trying to sustain a 
sequence of operant thought (analyzing the logic of a scientific or legal argument) 
or simply trying to concentrate on writing checks to pay bills. Most of what we 
consider daydreams and fantasies (and, of course, nighttime dreams) are instances 
of respondent thought.

The use of thought sampling in a reasonably controlled environment also per
mits evaluation of a variety of conditions that may influence or characterize ongoing 
consciousness. One can score the participants’ verbalizations on dimensions such as 
(a) organized-sequential vs. degenerative confused thought; (b) use of imagery or 
related episodes or even memory material vs. logical-semantic structures; (c) refer
ence to current concerns and unfulfilled intentions; (d) reminiscence of past events 
vs. orientation towards future; (e) realistic vs. improbably content, etc. A studv
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by Pope (1978) demonstrated that longer sequences of thought with more remote
ness from the participants’ immediate circumstances were obtained when the re
spondents were reclining rather than in an interpersonal situation. Zachary (1983) 
evaluated the relative role of positive and negative emotional experiences just prior 
to a thought-sampling period. He found that intensity of experience rather than its 
emotional valance, and, to a lesser extent, the relative ambiguity versus clarity of 
the material determined recurrence in the thought stream.

Studies reviewed by Klinger, Barta and Maxeiner (1981) point to the relative 
importance of current concerns as determinants of the material that emerges in 
thought sampling. Such current concerns are defined as “the state of an organism 
between the time one becomes committed to pursuing a particular goal and the 
time one either consummates the goal or abandons its objective and disengages 
from the goal” (Klinger et al., 1981). Such current concerns as measured by a 
well-thought-out psychometric procedure make up a useful operationalization of 
the Freudian wish in its early (pre-libido theory) form (Holt, 1976). They may 
range from unfulfilled intentions to pick up a container of milk on the way home 
to longstanding unresolved desires to please a parent or to settle an old score with 
a parent or sibling. In estimating current concerns at a point in time prior to 
thought-sampling sessions, one obtains scale estimates of the valences of the goals, 
the relative importance of intentions in some value and temporal hierarchy, the 
person’s perception of the reality of goal achievement, etc. It seems clear that only 
after we have explored the range and influence of such current consciously unfulfilled 
intentions in a sampling of the individual’s thoughts, emotional and behavioral 
responses can we move to infer the influence of unconscious wishes or intentions.

The possibilities for controlled hypothesis-testing uses of laboratory thought 
sampling can be exemplified in a recent study on determinants of adolescents’ on
going thought following simulated parental confrontations (Klos & Singer, 1981). 
In this study, we set up a hierarchy of experimental conditions, prior to a thought 
sampling, which were expected to yield differential degrees of recurrence in the con
sciousness of the participants. We proposed that even for beginning college students, 
parental involvements were like to prove especially provocative of further thought. 
We chose to evaluate the relative role of (1) generally fufilled versus unresolved 
situations, the old Zeigamick effect (Lewin, 1935); (2) a mutual non-conflictual 
parental interaction; (3) a confrontation or conflict with a parent that involved, 
however, a collaborative stance by the adult, and (4) a comparable confrontation 
in which the parent’s attitute was clearly coercive rather than collaborative. We 
proposed that exposure (through a simulated interaction) to each of these condi
tions would yield differences in the later recurrence of simulation-relevant thoughts 
in the participants’ consciousness. For example, we believed in general that un
resolved situations would be more likely to recur than resolved ones but that, in 
general, the incompletion effect would be less powerful than (a) a collaborative 
confrontation and, especially (b) a coercive confrontation. We hypothesized that 
the coercive parental conflict simulation when unresolved would lead to the highest 
frequency of recurrence in the thoughts of the adolescents. We went a step further,
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however, in the light of the research just mentioned on current concerns. We pro
posed that a history of longstanding stress with parents would constitute a major 
current concern and that this factor would amplify the effect on later thought of the 
simulated parent interactions. Thus, frequency of recurrence in later thought of a 
simulated parent interaction would be highest for those participants with a history 
of longstanding parental conflict undergoing an unresolved coercive confrontation.

Ninety-six men and women participated in the study and were assigned (after 
having, some weeks earlier, reported on parental stress among other questionnaires) 
to one of six conditions:

a. collaborative decision-making with parent, resolved

b. collaborative decision-making with parent, unresolved

c. collaborative confrontation with parent, resolved

d. collaborative confrontation with parent, unresolved

e. coercive confrontation with parent, resolved

f. coercive confrontation with parent, unresolved
Participants engaged in carefully developed, imaginary, simulated interactions 

with one of their parents (seated in an “empty chair”) while an experimenter read 
a predeveloped parental script appropriate to each situation. Three rather typical 
parental-child situations were used in each simulation condition. Subsequent to the 
simulations, subjects were taken to another room and, over a period of 20 minutes, 
thought samples were obtained at 20 random-interval interruptions (45-75 seconds). 
Their reports were tape-recorded and then scored by experimentally naive judges 
who rated whether verbalized content was related to definitions of the simulation 
settings. The participants had also made ratings of their involvement in the task, 
the specific emotions experienced and their relative vividness of imagery during 
simulation, their perception of the relative similarity of simulations to their own 
early experience with parents, etc. Manipulation checks failed to suggest differences 
other than those experimentally defined and supported the relative involvement and 
“reality” of the experience for this sample.

Figure 4 provides clear support for our major hypotheses. The frequency of 
recurrences of simulation-condition-related thoughts occur in the predicted order 
with the effects clearly amplified by a history of longstanding interpersonal stress 
with a parent. The incompletion effect is a modest one, mainly in evidence in the 
non-conflictual situation. It is overridden to some degree by the increasing coer
civeness of the imaginary conflict situations. Of special interest is the fact that, 
once exposed to a simulated parent conflict, those young people who had a his
tory of stress showed as much as 50% of their later thought reflecting this brief 
artificial incident. One might surmise that, if we generalize from these results, the 
thought world of adolescents who have had longstanding parent difficulties may be 
a most unpleasant domain since many conflictual chance encounters or even film or 
television plots might lead to recurrent thoughts to a considerable degree.
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FIGURE 4 The interaction of confrontation and longstanding interpersonal stress is re
flected in the proportion of the subject’s thoughts about the simulated parental confron- 
frontation during a twenty-minute period following the experiment. Note that unresolved 
confrontations produce a higher proportion of thoughts. (From Klos and Singer, 1981)

3. THOUGHT AND EXPERIENCE SAMPLING IN DAILY LIFE

It is obvious that laboratory-based methods present some difficulties because of 
their artificiality and also because the very controls of physical movement and re
strictions on novel sensory input which are necessary for their effectiveness may 
lead to overestimations of the naturally occurring fantasy and daydreaming. An 
approach to thought sampling that circumvents some of these problems calls for par
ticipants to carry signalling devices in pockets, purses or on pants belts as physicians 
do. These “beepers” go off at random during the ordinary activities of participants 
and they at once fill out a special card which asks for reports of activity just prior 
to the signal, the environmental setting, their current thoughts and emotional state. 
Typically these are carried for a week and they go off on the average of two-hour in
tervals permitting an accumulation of about 50-60 reports per participant. Studies
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by Klinger (1978), Hurlburt (1979, 1980), McDonald (1976), and a whole series di
rect by Csikszentmihalyi (1982; Csikszentmihalyi k  Graef, 1980; Csikszentmihalyi 
k  Kubey, 1981; Csikszentmihalyi k  Larson, 1984), all demonstrate the feasibility of 
this method, its potential for reliable results and suitability for hypothesis testing 
as well as for accumulation of normative data. In a recent study with 75 adoles
cents in a suburban community, self-reports were obtained for 69% of the signals 
sent leading to an accumulation of almost 4,500 reports. Missed signals were chiefly 
attributable to travel outside the 50-mile signal range, “beeper” malfunctions, or 
sleep. Reports included such potentially censor able events as parental quarrels, sex
ual intimacies, or drug or alcohol abuse. Evidence for consistency and reliability are 
impressive in most of these studies.

Johnson and Larson (1982) used the experience sampling method with bulimics 
and a normative group and demonstrated that bulimics showed more dysphoric 
moods and also greater mood variability. They spent far more time alone at home 
and reported their highest levels of distress under such circumstances. One can 
also employ this method to evaluate the relevant influences of longstanding traits 
and the momentary environmental circumstances on emotional response as well as 
on the train of thought. In a European investigation employing a variation of this 
method, 24 housewives who had already taken personality tests were studied over a 
month. The attributions of causes of moods in various settings could be ascertained 
as a function of the personality characteristics of the respondent and the situation. 
Thus, imaginative women attributed the causes of their moods to themselves; self- 
confident women were more likely to attribute positive moods to their own actions 
rather than to others (Brandstatter, 1983). In another study, participants whose 
Thematic Apperception Tests pointed to greater motivation for intimacy showed 
more interpersonal thoughts and more positive emotional responses in interpersonal 
situations than did low intimacy-motive scorers based on a week-long accumulation 
of eight daily reports (McAdams k  Constantian, 1983).

The relationship between accumulated daily reports about thought patterns 
and a self-report questionnaire, the Imaginal Processes Inventory (IPI) (Singer k  
Antrobus, 1972) was evaluated by Hurlburt (1980). He reported significant corre
lations between the retrospective questionnaire scales for frequent daydreaming, 
acceptance of daydreaming and low distractibility, and the accumulated daily re
ports of daydreaming based on two days of dozens of interruptions. The scale on 
the IPI of sexual daydreams was significantly correlated ( r= + .40) with the ac
cumulated record of sexual fantasies. Similarly, those persons who reported more 
future-oriented daydreaming on the IPI questionnaire scale actually were signifi
cantly more often likely to be engaging in such fantasies of the future (r= + .39) 
when interrupted by the electronic pager during the two days sampled.

In summary, there seems a considerable and growing availability of reasonably 
sophisticated measures for assessing ongoing thought in laboratory or in the field 
and for estimating for individuals and groups through questionnaires the trait-like 
patterns of current concerns, styles of daydreaming, imagery use, and absorption 
capacities in private experience even to the point of trance-like states. What we 
have not done yet is to examine in more systematic ways the links between these
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data derived from conscious report and the kinds of inferred unconscious schema, 
motivational structures and special processing patterns beneath awareness that 
have made up the bulk of the clinical literature on the unconscious dimension of 
human experience.

THE NATURE OF UNCONSCIOUS PROCESSES AND 
STRUCTURES
1. THE PROBLEM OF UNCONSCIOUS THOUGHT

The processes I have stressed thus far in this presentation might all be viewed as 
conscious in the sense that they are, under appropriate circumstances, reportable 
and identifiable as natural events once one engages in introspection. What, then, 
is unconscious? Freud, after all, on numerous occasions suggested that conscious 
thought was only the “tip of the iceberg.” Without getting into the many subtle 
issues of semantics, epistemology or metaphysics, it is clear that, at the very least, 
our brain by an as-yet-unknown means, is capable of storing millions of bits of 
information, e.g., familiar words, faces, concepts, which are ultimately retrievable 
but of whose existence while stored we are not aware as we go about our daily 
business. It seems unlikely that the vast hoard of our acquired knowledge sits inertly 
amid some concatenation of nerve networks much as the dictionaries of computers 
wait in their tiny bins until activated. The seemingly sudden irruption in our dreams 
or waking reveries of the faces or voices of childhood or school friends or relatives 
suggests that storage may be a more active process. Indeed, our awareness of our 
stream of thought may in part be a reflection of noticing the working “machinery” of 
one’s own brain. The problem of demonstrating the elaborate unconscious fantasies 
and thought content one finds in psychoanalytic inferences from patients’ dream 
reports or symptomatic actions has proven to be a baffling one.

More recently, as social and cognitive psychologists have sought to understand 
how we appraise social events or organize sequences of information for later rapid 
retrieval and as computer scientists have tried to identify the key processes of 
thought in order to program artificial intellects, some important advances have oc
curred in our approach to unconscious process. We no longer seek to identify elab
orate unconscious thought content, but rather to identify the structural properties 
of thought and the basic interactive processes that, maybe because of overlearn
ing (as in motor acts like bicycling, swimming or just walking), operate smoothly 
without conscious awareness. Consider, for example, the problem of sitting down 
in a chair or sofa. We turn our backs and lower ourselves into the furniture while 
thinking of other things, carrying on elaborate conversations, watching television. 
For a toddler, as the ingenious films of Kurt Lewin demonstrated sixty years ago, 
sitting down is quite complicated because, when one turns one’s back on the chair, 
it simply doesn’t exist. One of the tragic experiences one encounters with adults 
suffering from Alzheimer’s Disease is the difficulty they have in sitting down for
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apparently their once well-established schemata and image-representational struc
tures have been disrupted, and like the toddler they are terrified about trying to 
sit down when facing away from a chair. These automatic processes and mental 
structures we take so for granted, what psychologists call our schemata or scripts, 
and our rules for drawing inferences or for attributing causation to correlated events 
which we call heuristics and attributional processes are the chief reflections of un
conscious thought. Indeed, what Freud called our unconscious defense mechanisms 
are increasingly seen as manifestations of such more general overlearned processes 
of the organizing, filtering and inferential processes that we engage in continuously 
without awareness of their operation (Singer, 1984a).

2. SCHEMATA, SCRIPTS AND HEURISTICS
Space permits only a brief survey of some of the hypothetical constructs bearing on 
thought that have been identified, operationally defined, and studied in empirical 
research. The earlier associationist psychological theories emphasized highly specific 
connections between individual elements of words or events as the basis of memory. 
Reflecting the analyses of Bartlett, Piaget, the Gestalt School, Werner and, in 
clinical psychology, the personal construct theory of Kelly, modern approaches rely 
on somewhat more molar motions of storage structures, schemata. A schema may 
reflect a more or less dense (differentiated and organized) combination of an event, 
object or person observed in some image-like representational form often along 
with a verbal label or semantic categorization. Groups of schemata may gradually 
be further organized for efficient retrieval into lexical or functional hierarchies,
e.g., dobermans into dogs and animals or into functional categories of fierce and 
dangerous animals that bite or, if one owns one, into pets that protect (Turk & 
Speers, 1983). Such organized schemata serve to point our attention towards specific 
objects in each new environment we confront, to help us filter the vast complexity of 
information we confront into managable chunks, and (as suggested by our discussion 
earlier of emotion) to minimize the chances that we will be startled or terrified by 
rapid novelty or incongruity.

Specific types of schemata may include prototypes, fuzzy sets of organized fea
tures that may characterize particular people or groups, e.g., men, white people, 
Jews, lovers, politicians, “my friends.” Self-schemata may be the more or less dif
ferentiated descriptors and evaluative lables one stores to define a more or less 
bounded self-concept or a group of beliefs about self. For some people, an insult 
to even distant family members may be taken as an attack on one's self, while for 
others only slurs on one’s mother or father would be so perceived.

Of special important are schemata that encapsulate elaborate action sequences, 
generally called scripts. This term originally proposed by Tomkins (1962, 1979) and 
employed more recently in a somewhat different form by cognitive scientists seeking 
to identify structures for the computer programming of normal human thought, 
involves the condensed representation of the actions presumably linked to thousands 
of typical events or setting which we confront in daily life. Thus, a computer given
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the sentence, “Tim had a birthday party,” would usually be able to define the words 
of the sentence or even its grammar but would not know, as we all do, that a child’s 
birthday party vignette usually involves lots of children, funny hats, noisemakers, 
ice cream, candles and cake, balloons, games like “pin the tail on the donkey,” etc. 
Our personal scripts go far beyond even such a prototypic description of people, 
action and events to personal evaluation based on individual experiences, e.g., “My 
parents never made one for me” or “I hate those parties” to specific memories of 
events from parties one has attended which may lead to expectancies about future 
parties. Tomkins (1979) and Carlson (1981, 1984) have developed a theory, still 
be to more adequately tested, about the differential implications for information 
processing and behavior of nuclear scripts (highly charged familial or childhood 
schemata of action) which are either positively or negatively emotionally valuated.

It is likely that schemata about self or others, prototypes and scripts form the 
basis for what psychoanalysts call the transference phenomenon. The “overreac
tions” of intense anger, love or dependency one observes with intimates or within 
a psychoanalysis directed to the therapist, reflect personal scripts that are being 
inappropriately applied (Singer, 1974, 1984a, b.).

While the schemata represent the stored organized contents and anticipated 
action sequences that guide our expectancies about new events, a set of processes 
such as the inference and problem-solving heuristics proposed by Tversky and Kah- 
nemann (1974) or a host of other biasing mechanisms involving causal attribution, 
assumptions of personal rather than chance control over events, favoring recent 
experiences as of greater importance for interpreting events, etc. (Turk &: Speers, 
1983). Thus, Tversky and Kahnemann in a series of ingenious studies have shown 
that people when confronted with a mass of new information rely on short cuts to 
limit search activity. These often involve availability, labelling or categorizing an 
event by the ease of retrieval of a few similar instances. If a clinician sees a patient 
with an “inappropriate” smiling pattern and recalls one or two recent clients who 
showed this feature and who were schizophrenics, the tendency to so label the new 
person as one may come to mind. A more careful review of one’s own experiences 
might actually yield many negative instances where such smiling characterized nor
mal individuals suppressing fear in public situations or even “nervous smiling” by 
neurotics. The representativeness heuristic may reflect a bias to use a cluster of 
traits to characterize someone, e.g., a very tall Black man one sees on the street 
must be a professional basketball player, without considering the base rate data or 
statistical odds (there are after all only about two hundred professional basketball 
players in the world).

Biases and thought categorization systems of this type have now been identified 
in literally dozens of systematic research studies. It seems increasingly clear, there
fore, that human beings, along with their schemata, overlearn a variety of inferential 
systems that operate outside of conscious awareness to lend a tendentious quality 
to normal judgments and decision processes. Defense mechanisms like rationaliza
tion or denial may be special processes. Reconsiderations by cognitive-behavioral 
clinicians and researchers have pointed up the fact that “normal” individuals in 
contrast to depressives, for example, show an illusory belief in their own control
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over what are actually chance positive events. Such biases as well as the scripts and 
schema are perhaps truly unconscious processes that characterize human behavior 
(Meichenbaum & Gilmore, 1984).

In summary, I have tried to review a number of systematic methods and rel
atively new constructs that behavioral scientists have been developing to help us 
understand those seemingly ineffable, ongoing thought processes, conscious and un
conscious, that seem so central to human experience. Space has not permitted a 
review of the important advances in linking such thought to specific emotions, to 
physiological reactivity and possibly ultimately to the immune system of the body 
and to the self-regulatory processes that maintain health (Jensen, 1984; Schwartz, 
1982, 1983). We are, however, close to the point where, at a conference like this, 
one could through telemetric psychophysiological apparatus wire each of the au
ditors and monitor (through their signals) whenever their thoughts strayed, what 
emotions each experienced, whether specific content in the presentation evoked re
mote associations in one or a few listeners or whether, under certain circumstances, 
the group as a whole “tuned out” the speaker in favor of their own sequences of 
task-irrelevant thought and imagery. Indeed, one might even estimate from such 
a procedure by having reports toward the end whether one individual or perhaps 
many experienced original, stimulating or even creative new ideas as a result of 
the presentation. I hesitate to consider further how this review of conscious and 
unconscious thought might fare under such a test.
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Emerging Syntheses in Science: 
Conscious and Unconscious Processes

Human experience is psychological and manifested through subjective knowl
edge and observation of behavior patterns. A given psychological phenomenon can 
be described not only in terms of its characteristics, but in terms of its containment 
within the overall flow of thought, emotion and action. An episode of unexplained 
panic, blushing, or a recurrent dream-like image may tend to occur in a certain 
state of mind, a state of mind that can be distinguished from other states of mind.

States of mind, such as episodes of queasy anxiety, can be described and classi
fied by various theories of phenomenology. The explanation for entry into the state 
of mind, and for the component elements in that state of mind, is a complex one 
that will, in the coming years, include both neuroscience and psychological levels of 
explanation. The mind-body problem will in these decades be addressed in terms 
of transformations of information and energy, and transactive systems. Biological 
factors will be seen as driving psychological factors, and psychological factors as 
also driving biological factors.

Psychological factors, that is, causal mechanisms and transactive operations, 
include structures of meanings as well as processes that assess and transform in
formation. Complex, enduring, but slowly changing structures of meaning include 
the self-concepts of individuals and their conceptual maps of how the self relates to 
others and the world. These schemata of meaning are not always available to con
scious expression. The full explanation of a state of mind is difficult because such 
schemata of motivation and meaning operate unconsciously, and they are meaning
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structures rather than materially tangible ones. In addition, the involved motives 
are sometimes caught up in value or social conflicts. Their assessment is by clinical 
inference about observed patterns and the reactions to selective probes.

The neuroscience study of transitions in state has its own methodologies, and 
the study of conscious and unconscious reasons for changing states of mind has its 
methodologies. These methodologies are formidable, and scientists have tended to 
focus on specialization with a methodology rather than on study of a given type 
of human phenomenon. The study of state transition and the explanation of a 
state from a neuroscience level might, for example, involve use of a nuclear mag
netic resonance, itself a complex cross-specialization problem ranging from physics 
to neurophysiology. The study of social factors and conscious mental set influences 
might involve specialists in perceptual process, cognitive science, and social psychol
ogy. The study of unconscious mental factors would tend to involve methodological 
issues of depth psychology and vital issues of how to arrive at consensual valid
ity about second-party inferences about unconscious factors influencing a subject 
internally.

Progress at all levels of neural, cognitive and depth psychological sciences sug
gests that a convergence of explanations of a state of mind, of sets of states of 
mind, and of people who exhibit specific phenomena will soon be possible. In order 
to obtain these convergences, a revitalized focus on phenomenology is necessary, in 
settings that allow theoretical ranging across the mind-body problem. This work 
would be dissimilar to earlier philosophical contributions in that it would constantly 
address itself to emerging scientific methodologies in both biological and psycholog
ical arenas. This could eventually include not only the immediate explanations for a 
phenomenon such as a panic attack precipitated by a usually bland social stimulus 
but, in a new type of university setting, also a concern for historical, mythological 
and life-style factors that may contribute to a stiuation and how it is lived through 
by an individual.
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Brain Mechanisms Underlying Visual 
Hallucinations

INTRODUCTION
Hallucinations are sensory images “seen” in the absence of external stimuli. They 
occur on falling asleep or waking up, during hypoglycemia, delirium, epilepsy, psy
chotic episodes, advanced syphilis, sensory deprivation, and migraine.1 They can 
be triggered by photic or electrical stimulation, and by a variety of hallucinogenic 
drugs. It has been suggested2 that “many important human experiences (such as 
dreams and visions of biblical prophets and the creative imagery of great artists 
are .. .related to hallucinations.”

H. Kliiver3 made many studies of such hallucinations, especially visual ones, 
mainly by ingesting the drug mescaline, derived from the peyote cactus, and con
cluded that four types of pattern are usually observed: 1. gratings, lattices, fret
works, filigrees, honeycombs, or chessboard designs; 2. cobwebs; 3. tunnels, funnels, 
alleys, cones and vessels; and 4. spirals. Kliiver termed these four types—form con
stants. More recent observations by R. Siegel4 have confirmed Kliiver’s classifica
tion. Lattice, spiral and funnel hallucinations are shown in Figure 1.
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FIGURE 1 Pressure and drug-induced hallucinations. (A) Binocular pressure phos- 
phene (redrawn from C. Tyler.6). (B), (C) LSD-induced hallucinations (redrawn from G. 
Oster.7).

Visual hallucinations appear to be stabilized against eye movements, in much 
the same way that external images are stabilized. This suggests that they are cen
trally, rather than peripherally located. This conclusion is supported by other ob
servations, e.g., hallucinations induce form constants even in total darkness, and 
even in blind subjects.5

WHAT FORM CONSTANTS LOOK LIKE IN BRAIN 
COORDINATES

If visual hallucinations are centrally located somewhere in the brain, it is appro
priate to ask what is their geometry in terms of the coordinates of primary visual 
cortex or area 17, as it is currently termed.8 This area functions in some sense as a 
cortical retina, in that there are topological maps from the eyes to area 17. How
ever, the cortical image of a visual object is distorted. Small objects in the center 
of the visual field have a much bigger representation in the cortex than do similar 
objects in the peripheral visual field. The basic reason for this is that the packing 
density of retinal ganglion cells falls off with increasing eccentricity in the visual 
field. Since most retinal ganglion cells project, via the lateral geniculate body, to 
area 17, it follows that there exists a differential representation of the visual field 
in area 17. Thus, an element dxdy of area 17 at the point (x } y) represents an area 
prdrdO of the retinal disc at the point ( r ,0), where p is the packing density of reti
nal ganglion cells. Various measurements of the packing densities of primate retinal 
ganglion cells suggest that p may be assumed to be of the form p =  (y2 -f /32r 2)” 1 
where 7 and /? are constants, and that dx =  yjpdr, dy = y/prdO. It follows that the 
appropriate (local) area 17 coordinates are:
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FIGURE 2 The visuo-cortical transformation. The visual field shown on the right; the 
corresponding cortical images of each visual hemi-field on the left. The upper right 
visual hemifield corresponds to the lower left cortex, and so on.

x z= a log {/?r +  V(1 +  fi2r2)} , y =  y . (1)

where (r, 6) are retinal or visual-field coordinates, (x, y) are area 17 coordinates, 
and a  is a constant.9

It is easy to show that close to the center of the visual field, r small, these 
coordinates reduce to:

x = a/?r, y =  70r, (2)

polar coordinates in disguise, whereas sufficiently far away from the center:

x — a logflr, y =  a 0 . (3)

This is the complex logarithm.10 Its effect is to transform both dilatations and 
rotations of objects in the visual field into translations, parallel, respectively, to 
the y and x axes. Figure 2 shows the effects of the transformation (except close 
to the centre of the visual field). It follows that type 3 hallucinations—tunnels 
and funnels—become stripe patterns in area 17 coordinates, parallel, respectively, 
to the y and x axes; and that type 2 hallucinations—cobwebs—become square 
lattices parallel to the axes. Type 1 gratings and lattices still retain their lattice 
properties, and interestingly, class 4 hallucinations—spirals—also become stripes, 
the orientation of which is not parallel to either axis. Figs. 3 and 4 shows several 
examples of the effect of the transformation. Thus, the effect of the retino-cortical
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transformation is to map the form constants into either stripes of differing cortical 
orientation, or into lattice patterns.

HOW STRIPE AND LATTICE PATTERNS ARE FORMED
This suggests a number of interesting analogies. For example, when a fluid is heated 
from below, if the temperature difference between upper and lower fluid layers is 
sufficiently large, thermal convection occurs in the form of either hexagonal or rect
angular lattices, or of stripes or “rolls” of rising and falling fluid. The hexagons 
are the famous Benard convection cells,11 and the dynamical instability which pro
duces such patterns is known as the Rayleigh-Benard instability. Another analogous

FIGURE 3 Funnel hallucination (see Fig. 1), and its cortical transformation.
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FIGURE 4 (A) Spiral hallucination (redrawn from G. Oster7) and its cortical transform. 
(B) Spiral tunnel hallucination (redrawn from Siegel4) and its cortical transform.

example is found in animal coat markings, e.g., in the spots and stripes of leopards 
and tigers. The pigmentation patterns of these species are presumed to be produced 
by diffusion-coupled chemical reactions which generate either lattices or stripes.12,13 
The instability which produces these pigmentation patterns was proposed first by 
A. Turing14 and should perhaps be called the Turing instability. In what follows, we 
shall refer to the instability which produces lattice and stripe patterns, whatever 
their physical nature, as the Rayleigh-Benard-Turing (RBT) instability. It is evi
dent from our previous discussion that visual hallucinations result from the same 
instability, induced somewhere in the visual brain by the action of hallucinogenic 
drugs.

To demonstrate this, G. B. Ermentrout and I15 analyzed the dynamics of pat
tern activation in model neuronal nets, and showed that lattice patterns and stripes 
can be generated in them by the RBT instability, in a manner completely analogous 
to the production of fluid convection patterns or animal coat markings. A particular 
net which actually generates such patterns was constructed by C. v. d. Malsburg 
and I.16 It consists of sheets of neurons, each of which can excite both its proximal 
and distal neighbors and (through an inter neuron) can inhibit its medial neighbors, 
as shown in Figure 5.17 The number and strength of the contacts between neurons, 
and their activation thresholds, are key parameters determining the emergence of 
lattice and stripe patterns. They can be combining in an effective coupling param
eter //, analogous to the Rayleigh coefficient of fluid convection. It can be shown 
by methods outside the scope of this paper,15,18-21 that there is a critical value 
^ c, at which the resting state of the net, presumed to be zero, on the average, first 
becomes unstable and is spontaneously replaced by coherent patterns of large-scale 
activation in the form of lattices or stripes, as shown in Figure 6. The wavelength 
of such stripes is 2A, where A is the range of inhibition in the net.
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It is possible to estimate the actual stripe wavelength in cortical coordinates. 
Consider, for example, the funnel hallucination depicted in Figure 3. Differing repre
sentations of this hallucination exist. On the average, there are about 17 stripes per 
hemifield (as in Figure 3). Since the cortical transform extends for some 35 mm,22 
the estimated wavelength is approximately 2 mm, whence A, the range of cortical 
inhibition, is approximately 1 mm. These numbers are of considerable interest in 
relation to the human visual cortex: 2 mm is exactly the spacing between the blocks 
of cells that signal local properties of visual objects, such as position, ocularity and 
edge orientation, discovered by D. Hubei and T. Wiesel6 in cats and primates (in 
which the spacing is, respectively, 0.3 mm and 1 mm), and termed hypercolumns.23 
Thus, the cortical wavelength of the stripes (and lattices) comprising hallucinatory 
form constants is equal to the dimensions of human hyper columns. The analysis 
described above implied that inter-hypercolumnar interactions are excitatory, and 
intra-hypercolumnar interactions are mainly inhibitory, except for some local exci
tation between proximal neurons. This is consistent with what is now known about 
the anatomy24 and physiology23 of hyper columns. Since each hypercolumnar region 
represents a visually distinct local patch of the visual field,23 the circuit described 
above may play a fundamental role in the analysis of visual images.

visual
cortex

from
retina

FIGURE 5 A circuit which generates stable stripe patterns. Open triangles: excitatory 
cells. Open circles: excitatory interneurons. Closed circles: inhibitory interneurons.
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FIGURE 6 Stripe formation in a net of model neurons. The net comprises 32x32 ele
ments arranged in a hexagonal grid. Each element excites all its proximal neighbors, 
inhibits its medial ones, and excites ail distal cells with a strength that decreases with 
distance.AII interactions are radially isotropic, and the boundary conditions are 
periodic.

PHYSIOLOGY AND PHARMACOLOGY OF CORTICAL STATES
It follows from the analysis given above, that what destabilizes the resting state of 
the cortex, is an increase of excitability. The “control” parameter // is a measure
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of this excitability. I have suggested elsewhere25 that the size of n is determined, 
in part, by the actions of two brainstem nuclei, the locus coruleus and the Raphe 
nucleus. The locus coruleus is assumed to increase cortical excitability via the se
cretion of noradrenalin,26 and the Raphe nucleus to decrease it via the secretion 
of serotonin.27 It is known that LSD and other hallucinogens act directly on such 
brainstem nuclei, presumably to stimulate noradrenalin, and to inhibit serotonin, 
secretion. Figure 7 summarizes the details of the theory.

CONCLUDING REMARKS
The theory described above provides an account of the genesis of the simpler geo
metric visual hallucinations—those corresponding to the Kliiver form constants— 
usually seen in the first stages of hallucinosis. Such form constants are shown to be 
generated by a cortical architecture consistent with recent anatomical and physio
logical discoveries.

visual
cortex

nucleus coeruleus
FIGURE 7 Summary of how hallucinogens are presumed to act on cortical circuits to 
trigger the formation of stripes and lattice patterns.
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Solitons in Biological Molecules1__________

WHAT IS A SOLITON?
At the present time, it is generally accepted that the soliton concept plays a signifi
cant role in understanding the dynamical behavior of localized or self-trapped states 
in condensed matter physics, plasma physics and hydrodynamics. To my knowledge, 
the first example of such a self-trapped state in condensed matter physics was the 
“polaron” suggested in 1933.1 In this case an electron moves through a crystal as 
localized wave function rather than an extended Bloch state. Since the electron is 
localized, it polarizes the crystal in its vicinity, thereby lowering its energy, which 
keeps it localized.

In these comments the term soliton is used in a generic sense to denote all 
examples of dynamic self-trapping; thus, a polaron is a soliton, but a soliton is not 
necessarily a polaron.

1 February 1984 (April 1984, Revised)
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To understand the concept of self-trapping, it is helpful to consider some simple 
wave equations. Support u (x , t) is some variable (amplitude of a water wave, for 
example) which depends upon distance (x) and time (t). A linear wave equation 
expressing this dependency might be

For typographical convenience I will use a subscript notation for patrial derivatives; 
thus (1) becomes

An elementary solution of this linear wave equation can be written as the complex 
sinusoid

for which the frequency (u> =  27r/temporal period) and the wave number (k = 
27r/spatial period) are related by the requirement that

The elementary solution in (2) is nonlocalized; it extends with equal amplitude 
from x =  —oo to x  =  -Foo. To represent a pulse-like or localized solution, we can 
take advantage of the fact that (1) is linear so a sum of elementary solutions with 
different amplitudes is also a solution. A general way to write such a sum is as the 
Fourier integral

V>t "t* 'U’xxx — 0. (10

ue(x , t) =  exp(ikx  -f iu t)
= cos(kx 4- u t)  -f i sin (kx  -f wf)

(2a)
(26)

(3)

for which any initial condition u(a;,0) can be matched by choosing F(k) to satisfy

(5)

A point of constant phase on each of the elementary (Fourier) components of (4) 
travels with the phase velocity

w l 2
V P h ~ ~ J c ~ ~

(6)
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Since this velocity is different for each component, the initial pulse shape, u(x,0), 
will spread out or disperse as time increases.

Now suppose that (1) is augmented to become the nonlinear wave equation

ut — uux -f uxxx  =  0. (7)

An elementary solution of this equation is

ue(x , t) =  Sv sech2 {y/v(x  — vt)/2 }  (8)

for which the propagation velocity, t>, can be real number > 0. The elementary 
solution in (8) is localized. A pulse with initial shape

u(x, 0) =  3v sec2(y/vx) (9)

does not disperse with time but evolves with the stable pulse shape given by (8). 
It is as if the nonlinear term (uux) in (7) acts to counter effects of the dispersive 
term (uxxx).

The term soliton was coined in 1965 to denote the pulse-like solution of (7) that 
is displayed in (8).2 Since that time, applied scientists in many areas of research 
(e.g., hydrodynamics, optics, plasma physics, solid state physics, elementary par
ticle theory and biochemistry) have begun to consider nonlinear features of their 
respective wave problems and to take seriously the pulse-like elementary solutions 
that emerge. These localized entities serve as carriers of mass, electric charge, vi
brational energy, electromagnetic energy, magnetic flux, etc. depending on the par
ticular context, and the term soliton is now used to indicate any and all of them. A 
number of books on solitons are listed at the end of these comments for the reader 
who wishes to learn more about this growing area of research.

It is important to emphasize that the soliton concept is fundamentally nonequi
librium in nature. The energy that is localized in the stable, pulse-like solution given 
by (8) is prevented by the nonlinearity in (7) from redistributing itself into a small 
amplitude and nonlocalized solution of (1).

DAVYDOV’S SOLITON
A fundamental problem in biochemistry is to understand how metabolic energy 
is stored and transported in biological molecules.3 An interesting candidate is the 
amide-I (or CO stretching ) vibration in protein. This vibration has a quantum 
energy of about 0.2 ev which is appropriate to store or transport the 10 kcal/mole 
(.43 ev) of free energy released in the hydrolysis of ATP. However, a linear theory 
won’t fly. If amide-I vibrational energy is assumed to be localized on one or a few 
neighboring peptide groups at some time, it will rapidly disperse and distribute
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itself uniformly over the molecule. The cause of this dispersion is the dipole-dipole 
interactions between vibrating and nonvibrating peptide groups. This interaction 
(which is similar to the interaction between the transmitting and receiving antennae 
of a radio system) requires that initially localized energy become nonlocalized in 
about a picosecond, a time that is much too short for biological significance.

To see this effect in more detail, consider the alpha-helix shown in Fig. 1. 
An important variable is the probability amplitude ana for finding an amide-I 
vibrational quantum in the peptide group specified by the subscripts n and a. 
Thus, the probability of a vibrational quantum being at the (n ,a) peptide group 
if | ana |2 where n is an index that counts turns of the helix and a (=  1, 2 or 3) 
specifies one of the three peptide groups in each turn.

If dipole-dipole interactions were not present, anot would obey Schrodinger’s 
time dependent equation

Qnot (10)
where E 0 is the energy of an amide-I quantum. Equation (10) has the solution

ana a  e x p ( - iE at /  Jh). (11)

Thus | ana |2 would remain constant over time and any initial localization of amide-I 
vibrational energy would not change.

Taking account of dipole-dipole interactions, (10) becomes

® )hQ>na,t ~  ^ o ^ n a  J  (®r»4-l,or l , a )  d* L  (®n,or+l d" fln,ar —l )  (1 ^ )

where J  is the strength of the longitudinal, nearest neighbor, dipole-dipole interac
tion and L  plays a corresponding role for lateral interaction. Equation (12) is highly 
dispersive. Initially localized vibrational energy would quickly spread longitudinally 
through J  and laterally through L.

In 1973 Davydov and Kislukha proposed a nonlinear mechanism that might 
prevent energy dispersion in (12).4 This mechanism involves interaction with longi
tudinal sound waves or stretching of the hydrogen bonds (see Fig. 1). Without this 
nonlinear effect, longitudinal sound waves would be governed by the equation

M Zfiajt — K (z n+1,a ““ 2^na +  Zn- i jQ,) =  0 (13)

where zna is the longitudinal displacement of the (n, a) peptide group, M  is the 
mass of a peptide group plus residue, and K  is the spring constant of a hydrogen 
bond.

The specific nonlinear effect considered by Davydov was the effect of stretching 
a hydrogen bond on the amide-I quantum energy (E 0). If R  is the length of the 
amide’s hydrogen bond, this effect can be expressed as the nonlinear parameter
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Since E 0 can be measured in joules and R  in meters, x has the units of newtons. 
Its value has been calculated (using self-consistent field methods) as5

X =  3 — 5 x 10“ 11 newtons.

It has also been determined experimentally (from a comparison of hydrogen-bonded 
polypeptide crystals with different bond lengths and amide-I energies) as6

X = 6.2 x 10” 11 newtons.

Augmenting (12) and (13) by the interaction expressed in (14), led Daydov to 
the nonlinear wave system

i /hancr>t =  { E o  “h X^n+l,** zna}  fln a ”

+  « n - l , a )  4" ^ K ta + 1 +  0 n , a r - l ) (15a)

M zn(X)tt K ( zn+l,a 2zna -f* Zn — l,a =  X (l ®na I I ®n —l,a I ) • ( ^ 6)

As previously noted, the subscripts n and a  specify a particular peptide group; 
thus n counts turns of the helix and <*(= 1, 2 or 3) denotes one of the three peptide 
groups in each turn (see Fig. 1). The subscripts t and it denote first and second 
derivatives with respect to time. Note that the only changes from (12) and (13) are 
to take account of the force due to stretching of the hydrogen bond in the x(*n+i,a — 
znotana term of (15a) and the corresponding source term —x (I ana 12 — I i,a |2) 
in (15b). It is important to observe that each parameter (Jh, E 0, x> J, L, M  and K )  
which appears in (15) has been independently determined. Thus, a study of the 
dynamical behavior permits no parameter adjustment whatsoever, a rather unusual 
situation in biological science.

A detailed analytical study of (15) has shown that solitons do indeed form.7 If 
amide-I vibrational energy is localized on one or a few neighboring peptide groups, 
then the right-hand side of (15) is nonzero and acts as a source of longitudinal sound. 
This longitudinal sound, once created, reacts, through the term x{zn+i jCr -  zna), 
in (15a) as a potential well to trap the localized amide-I vibrational energy and 
prevent its dispersion by the effects of dipole-dipole interactions.

Davydov’s soliton concept is rather similar to the polaron.1 For the polaron, 
localized electronic charge distorts the lattice in its vicinity, lowering its energy 
and thereby trapping it. For Daydov’s soliton, localized amide-I vibrational energy 
distorts the lattice in its vicinity, lowering its energy and thereby trapping it.

An extended analytical and numerical study of (15) has also shown that a 
threshold for soliton formation must be considered.8 If a certain amount of amide-I
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FIGURE 1 The alpha-helix structure in protein.
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vibrational energy is initially placed at one end of an alpha-helix, the nonlinear 
parameter % may or may not be large enough to hold a soliton together. In other 
words, a realistic quantity of amide-I vibrational energy, acting through \  on the 
right-hand side of (15b), may (or may not) create enough longitudinal sound to 
react, again through \  *n (15a), to a degree sufficient to support a soliton. This is 
a key scientific issue which can be expressed as the

QUESTION: Is the experimentally determined value o f x  sufficiently large to 
hold the amount o f energy released in ATP  hydrolysis together as a soliton?

To answer this question, I have conducted a numerical study of a system of equa
tions similar to (15) but including ten additional dipole-dipole interaction terms in 
order to avoid underestimating the effects of dispersion.8 A typical result of this 
study is shown in Figure 2 for which the computational parameters are as follows:

1. The length of the helix was chosen to be 200 turns (which corresponds to the 
length of an alpha-helix fiber in myosin).

2. The total amide-I vibrational energy was assumed to be two quanta (ca. 0.4 
ev) or about the free energy released in ATP hydrolysis.

3. At the initial time these quanta were placed in the first turn of the helix.
4. The calculations were continued for a time of 36 ps.
5. Increasing values of the nonlinear parameter were used for each dynamical 

calculation.

FIGURE 2 Solutions of equations similar to (15) that demonstrate formation of a 
Davydov soliton for the nonlinear parameter x >  4.5 x 10~n  newtons at t =  36 
picoseconds. See text for additional details.
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From Fig. 2 we see that with x =  0 the initially localized amide-I vibrational 
energy becomes, after 36 ps, dispersed over the entire molecule. This is to be ex
pected since, with \  =  0, one is essentially integrating (12). As x is increased from 
zero, there is little change in the dynamical behavior until x — 4.5 x 10” 11 newtons. 
Above this threshold value, a soliton forms with the “squared hyperbolic secant” 
shape that we met previously in (8).

Since the spirit of the calculation was to avoid underestimating dispersive ef
fects, one must conclude that the threshold level for \  to achieve soliton formation 
is

Xe < 4.5 x 10” 11 newtons.

This value compares very favorably with the above-noted experimental and calcu
lated values for x-

Thus the answer to the QUESTION  is “Yes.”
It is important to emphasize the difference between calculations based on (15) 

and conventional molecular dynamics calculations.9 Conventional calculations ex
plore molecular dynamics in the vicinity of thermal equilibrium. At room temper
ature this implies

I ana |2 ~  e x p [ - E soi/kT ]

so (15a) can be ignored and the right-hand side of (15b) set to zero. Near thermal 
equilibrium, therefore, (15) reduces to (13) and a conventional molecular dynamics 
calculation would describe only the propagation of longitudinal sound waves.

But, as has been emphasized above, the soliton is a non equilibrium concept. 
Values of | anot |2 displayed in Fig. 2 are much larger than is indicated in (16). The 
point of Davydov’s theory4,7 is that amide-I vibrational energy can remain orga
nized (self-trapped) in these soliton states for times long enough to be of biological 
interest.

What about losses of amide-I vibrational energy to water? This is an important 
question because the HOH bending vibration of water absorbs strongly near the 
amide-I frequency. Some perspective on the answer to this question can be obtained 
by considering soliton propagation on an alpha-helix that is completely immersed 
in water.10 Symmetric solitons (for which an\ =  an 2 = an3) would have a lifetime 
of about 500 ps. Antisymmetric solitons (for which an 1 -h an2 -f an3 =  0) have a 
much smaller net dipole moment and are expected to have a lifetime much longer 
than 500 ps.
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FIGURE 3 Infrared absorption spectra of polycrystalline acetanilide. The peak at 1650 
cm”*1 is interpreted as absorption by a self-trapped (soliton) state similar to that des
cribed by Davydov. The intensity of this peak depends on temperature as [1 — 
exp( -  Jtiu/kT)]2 as discussed in the text. (Data by E. Gratton.6)
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DAVYDOV-LIKE SOLITONS IN CRYSTALLINE ACETANILIDE
We have seen that the physical parameters of alpha-helix are such that one can 
expect soliton formation at the level of energy released by ATO hydrolosis. It is 
now appropriate to ask whether there is any direct experimental evidence for such 
self-trapped states.

An interesting material to consider is crystalline acetanilide (CHaCONHCgHs)* 
or ACN. This is an organic solid in which chains of hydrogen-bonded peptide groups 
run through the crystal in a manner quite similar to the three chains of hydrogen- 
bonded peptide groups seen in Fig. 1. Around 1970 Careri noted that the peptide 
bond angles and lengths in ACN are almost identical to those in natural protein, and 
he began a systematic spectral study to see whether ACN displayed any unusual 
properties that might shed light on the dynamical behavior of natural proteins. 
He soon found an “unconventional” amide-I absorption line at 1650 cm” 1 that is 
red shifted from the conventional peak by about 15 wavenumbers.11 This effect is 
displayed in Fig. 3.

Since the factor group of ACN is D \\, the three IR active modes have sym
metries B iu, J?2ii and Bsu which correspond to the requirement that the x , y 
and z components, respectively, of the amide-I transition dipole moments be in 
phase. The splitting of these modes from dipole-dipole interactions is less than 3 
wavenumbers12; thus the three components (1665, 1662 and 1659 cm” 1) of the 
high-frequency band in Fig. 3 (seen most clearly at 10K) are identified as the I?2u> 
B iu and B 3u modes, respectively.6 This assignment leaves no place for the 1650 
cm” 1 band, yet N 15 substitution experiments, polarized Raman measurements and 
polarized IR absorption measurements clearly identify it as amide-I. Careful mea
surements of x-ray structure and of specific heat as functions of temperature rule 
out a first-order phase transition and studies of the Raman scattering below 200 
cm” 1 as a function of temperature preclude a second-order phase transition. Other 
considerations make an explanation of the 1650 cm” 1 band based on Fermi reso
nance or on localized traps unlikely.6 Thus, the assignment of the 1650 cm” 1 band 
to a self-trapped (soliton) state is quite attractive.

In such an assignment the self-trapping is assumed to arise through the in
teraction of localized amide-I vibrational energy with low frequency phonons. This 
interaction displaces the ground states of the low frequency phonons slightly leading 
to a Franck-Condon factor2

(17)

2 In calculating the transition rate for optical absorption by a soliton, one must include the square
of the inner product of the phonon wave functions before and after the transition (Fermi’s “golden
rule”). This “Franck-Condon factor” can be small (forbidding the transition) if the response
frequency of the phonon field (cj) is sufficiently small.
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where A E  is the binding energy of the soliton (15 cm*"1) and /hu> is the energy 
of the low frequency phonon.6 For an acoustic phonon, as in (15), Jtiuj *C A E  and 
F  = 0. Thus, direct optical absorption is forbidden for solitons that are self-trapped 
through interaction with acoustic phonons.7

At non-zero temperatures, the probability amplitude for the ground state of a 
low frequency phonon is proportional to [1 — exp(— Jfiu/kT)]1/ 2. Since the Franck- 
Condon factor involves the square of the product of the ground states before and 
after the transition, it is proportional to [1 — exp(— )hu/kT)]2. Fitting this function 
to the intensity dependence of the 1650 cm" 1 peak in Fig. 3 implies jhw = 130 cm" 1 
which is close to several optical modes of ACN.13 Thus, the 1650 cm"”1 peak can 
be interpreted as self-trapping through interaction with optical phonons for which 
the low-temperature Franck-Condon factor F  = 1.

MORE JARGON
In the foregoing discussion I have repeatedly emphasized that the soliton is a 
nonequilibrium object. Eventually one expects the effects of dissipation to bring 
its amplitude back to the thermal level suggested by (16). But that is only part of 
the story.

Another type of soliton appears upon examination of the nonlinear wave equa
tion

uxx — utt = s in u  (18)

which was suggested in 1939 as a model for the propagation of a dislocation in a 
crystal.14 This equation has the localized solutions

•Hr*)]-exP \ ± - , 1 - ^ 2  • (19)u(x, t) =  4 tan  1 

With the sign

u —► 2tt as x —♦ -f oo and u —► 0 as x —► — oo (20a)

while with the sign

u —► 2n as x —► —oo and u —► 0 as x —► -foo. (206)

Any velocity (v) of magnitude less than unity can be used in (19) and the 
effect of dissipation is to force this velocity to zero. When this happens, however, 
the solution does not disappear: it continues to satisfy the boundary conditions 
(20). Since such boundary conditions are called “topological constraints” by math
ematicians, (19) is termed a topological soliton. It is natural to describe moving or
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stationary phase boundaries (Bloch walls in a ferromagnet, for example) as topo
logical solitons. The fact that u (x , t) itself cannot be normalized is not a problem in 
such applications because energy density depends only upon derivatives of u with 
respect to x  and t.

By default, the solitons that we have previously considered as solutions of (8) 
and (15) are called nontopological solitons. Under the action of dissipation, the 
amplitude of a nontopological soliton will decay to the thermal equilibrium value.

Topological solitons can, however, be created and destroyed in pairs. To show 
this, one can construct a solution of (18) as

u(x, t) =  4 tan" (  t s  +  , 4jl [ (  x - z 0 - v t \
“ P V+  V l - » 1' eZPV ~ - i - ) .

(21)

where x 0 1. The first term on the right-hand side of (21) is a topological soliton 
moving with velocity v in the ^-direction and, at t =  0, located at x  =  —x0. the 
second term is an “anti-topological soliton” moving with velocity v in the ^-direction 
and, at t =  0, located at x  =  + x0. Now the topological constraint is

u —► as x  —► io o  (22)

which is the same as that for the vacuum solution ti(x, t) =  0. Thus, one can imagine 
a continuous deformation of the vacuum solution into (21) that does not disturb 
the boundary conditions.

Since the terms “topological soliton” and “anti-topological soliton” are some
what inconvenient, soliton buffs often use the terms kink and antikink instead.

Considering u(x, <) to be an angle, it is clear from the first term of the right- 
hand side of (21) that a kink carries a twist of -f27T which is observed as one goes 
from a large negative value of x to a large positive value. Likewise from the second 
term on the right-hand side of (21), an antikink is seen to carry a twist of — 2 ir. A 
solution composed of M  kinks and N  antikinks is seen to carry a twist of (M —N )2n. 
This net twist is equal to u(4-oo,t) — u(—oo,f) which is a constant of the motion.

Often one speaks of “topological charge” which is equal to the twist measured 
in units of 2n. Thus, a kink has a topological charge of +1, an antikink has a 
topological charge of — 1, and the net topological charge is a constant of the motion. 
It follows that kinks and antikinks must be created and destroyed in pairs in order 
to keep the net topological charge constant. This is analogous to the creation or 
destruction of positrons and electrons in pairs (out of or into the vacuum) without 
changing the net electric charge.
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SOLITONS IN DNA
As a long biopolymer with complex dynamic behavior which is poorly understood, 
DNA offers attractive possibilities for nonlinear pulse propagation. In seeking such 
behavior, it is prudent to begin with an understanding of the underlying linear wave 
behavior. Early in these comments, we became familiar with the linear wave Eq. (1) 
before considering the effects of nonlinear augmentation to (7). Likewise in thinking 
about Daydov’s soliton, we introduced the linear equation describing dispersion of 
amide-I vibrational energy (12) and the linear equation for lingitudinal sound waves 
(13) before considering their augmentation to the nonlinear coupled system (15). 
Thus, the place to start a study of nonlinear wave dynamics on DNA is with a 
firm understanding of the linear behavior. Some progress has recently been made 
toward understanding the propagation of linear acoustic waves on DNA based upon 
Brillouin scattering measurements of wave speeds.15 This work indicates rather 
high longitudinal wave speeds: ~  3800 meters/second in dry fiber (A-conformation) 
and ~  1800 meters/second in wet fiber (B-conformation). Extensive normal mode 
calculations for both acoustic and optic modes show that the acoustic wave speeds 
noted above require long-range forces in the A-conformation and probably also in 
the B-conformation.16

The first specific suggestion of soliton states on DNA invoked (18) to describe 
the thermal breaking of hydrogen bonds between base pairs which, in turn, was 
supposed to explain experimental measurements of hydrogen deuterium exchange 
rates.17 This idea has been developed in some detail as the “dynamic plane base- 
rotator model” for which chaotic behavior has been investigated.18 Linear calcula
tions of hydrogen bond stretching modes near the end of a strand,19 seem to have 
found experimental confirmation.20

From both theoretical21 and numerical studies,22 it is clear that the thermal 
excitation of kinks and antikinks plays a key role in phase transitions. Starting with 
this insight, Krumhansl and Alexander are constructing a dynamical model of DNA 
with topological solitons for which the state of the system approaches (say) the A- 
conformation as x  —* -f-oo and the B-conformation as x —► —oo.23 Rather than 
attempting to follow the motions of all atoms, they are isolating a few significant 
coordinates for dynamic simulation. Their present effort is directed toward making 
this model consistent with the linear description.16

Sobell has proposed for DNA the nontopological structure shown in Fig. 4.24 
Scanning from left to right, this figure shows a kink transition from B-conformation 
into a central region of modulated /? alternation in sugar puckering along the poly
mer backbone, followed by an antikink transition back to the B-conformation. The 
/? premelted core exhibits a breathing motion facilitates drug intercalation and it 
may provide a nucleation center for RNA polymerase-promoter recognition. This is 
a chemical model that is suggested by the physical equations, but a direct connec
tion has yet to be shown.
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B DNA |- -------------------SOI ITON - ANT ISOLITON BOUND STATE STRUCTURE------------------I B DNA

/3 PREMELTED CORE

FIGURE 4 SobelPs suggestion for a kink-antikink soliton structure in B-conformation 
DNA. (a) Molecular structure in the vicinity of the soiiton. (b) schematic representation 
of three regions of the soliton. (c) Energy density (E) as a function of position (x).

Some appreciation for the complex dynamic behavior to be expected in DNA is 
obtained from recent molecular dynamics simulations.25 These followed the motions 
of the 754 atoms in the dodecamer (CGCGAATTCGCG)2 and the motions of the 
1530 atoms in the 24-bp fragment (A)24(T)24 for times up to 96 ps. (48,000 time 
steps). Motions that could encourage drug intercalation were observed. Ultimately 
a confirmation of the soliton structure suggested in Fig. 4 must be based upon such 
simulations.

THE POLARON
Let us briefly return to the self-trapping of electric charge which was mentioned at 
the beginning of these comments. Landau’s original suggestion1 was discussed in 
detail by Pekar26 (who seems to have coined the term “polaron” for the localized 
electron plus lattic distortion), by Frohlich,27 and by Holstein.28 Since 1970 the 
polaron has been widely studied in condensed matter physics.

Charge transport is often an important function in biological molecules, and, 
as Davydov has noted,7 the polaron may be involved. Analytically the description 
of charge transport on an alpha-helix is identical to (15); one merely interprets a 
as the electronic wave function and ^  as a longitudinal polarization. Recently, a
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theory for proton transport in purple membrane that is based upon a topological 
soliton (kink) similar to (19) has been developed.29

SOLITONS OF ELECTRICAL POLARIZATION
Frohlich has also suggested that polarization effects might play an important role 
in determining the conformational states of biological molecules.30 He considered, 
as a simple example, a sphere which could be elastically deformed into an ellipsoid 
of eccentricity rj. The elastic energy of deformation would be 1/2 arf  where a > 0. 
The self-energy of polarization would be 1/2 6(1 — cr))P2 where P  is the polarization 
vector and c may be positive. Thus, the sum of these energies

V  =  +  |fc(l -  ctf)P2 (23)

is a minimum at the eccentricity

1 /  nh \
(24)-H ? )

Near this minimum

Minimizing again with respect to P  implies that the original sphere might deform 
itself into an ellipsoid with polarization P  =  ^ V a/b  an(  ̂ eccentricity 77 =  2/c. 
Such a conformational change could be induced, for example, in intrinsic membrane 
proteins through the action of the transmembrane potential.31

The above discussion describes an “electret” which is the electrical analog of 
a magnet. Bilz, Biittner and Frohlich have noted that 90% of the materials that 
display this property are oxides, and oxygen is a common constituent of organic 
materials.32 They have proposed nonlinear wave equations involving interactions 
of polarization waves with phnons and leading to solitons of both the kink and 
the antikink varieties. The biological significance of these solitons has been briefly 
discussed.

Recently, Takeno has reformulated the quantum mechanical basis for Davy
dov’s soliton theory.33 His results reduce to (15) when J  <  E 0, but his dynamic 
equations describe polarization of the alpha-helix rather than the probability ampli
tude for finding a quantum of amide-I vibrational energy. Thus, this picture nicely 
complements the ideas developed by Frohlich.
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CONFORMONS
In 1972 the term conformon was coined independently by Volkenstein34 and by 
Green and Ji35 to describe a common mechanism for both enzymic catalysis and 
biological energy coupling. Volkenstein’s conformon was defined as a nonlinear state 
composed of an electron plus local deformation of a macromolecule; thus it is quite 
similar to a polaron. The conformon of Green and Ji was defined as “the free energy 
associated with a localized conformational strain in biological macromolecules” and 
characterized as follows.

“i) The conformon is mobile. The migration of the conformon requires a rela
tively rigid protein framework such as the a-helical structure.
“ii) The conformon differs from the generalized electromechanochemical free 
energy of protein conformational strains in the sense that the conformon has 
the property of a packet of energy associated with conformation strain local
ized within a relatively small volume compared with the size of the super
molecule.
“iii) The path of the conformon migration need not be rectilinear but will be 
dependent on the 3-dimensional arrangement of the linkage system.
“iv) The properties of the conformon are believed to be intimately tied in 
with the vibrational coupling between adjacent bonds in polypeptide chains.”

From this characterization, the conformon of Green and Ji is seen to be rather 
closely related to the Davydov soliton. This relationship has recently been dis
cussed in a paper by Ji36 which emphasized the ability of the conformon theory to 
explain both membrane-associated and membrane-independent coupled processes 
whereas the chemiosmotic theory37 requires a coupling membrane to generate a 
transmembrane electrochemical gradient of protons. A general quantum mechani
cal formalism for both the Volkenstein and the Green-Ji conformons has also been 
developed.38

FRdHLICH’S theory
In 1968 Frohlich introduced a biophysical concept that has stimulated a number 
of experimental investigations. He assumed a collection of z oscillatory modes with 
frequencies u>i < a>2 < • • • < u j < • • • < u)z which do not interact directly with each 
other but can exchange quanta with a heat bath. Nonlinear interactions between 
the modes arise from simultaneous absorption and emission of quanta with differ
ent energies. Metabolic energy input to the system was represented by supposing 
each mode to receive input power represented by the parameter s. Under these 
conditions, the steady-state number of quanta in each mode is given by39
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Ul exp[()tiu>j -  n ) / k T ] - l

where A  > 1 and /i > 0, but as s —► 0, A  —* 1 and // —► 0.
Thus, for s = 0 (no metabolic pumping of the modes), (26) reduces to the

expected Bose-Einstein expression for the thermal equilibrium number of quanta 
in an harmonic oscillator. As s is increased from zero,

(27)

and (26) implies that the number of quanta in the mode of lowest frequency becomes 
very large. This effect is similar to Bose-Einstein condensation in superfluids and in 
superconductors except that the order arises when the metabolic drive (s ) is made
sufficiently large rather than by lowering the temperature.

This is a generic idea, but the details are important. As a rough estimate of the 
set of frequencies {w/} that might be involved in a real biological system, Frohlich 
supposed a biochemical molecule with a linear dimension of 100 A supporting long 
wave elastic vibrations leading to frequencies of the order of 1011 Hz.31 Action 
spectra of microwave-induced biological effects provide support for this estimate.40

But Frohlich has emphasized that both higher and lower frequencies may be 
involved. “Thus larger units such as DNA-protein complexes might well possess 
lower frequencies. Higher ones, on the other hand, may be based on a combina
tion of the various rotational and vibrational subgroups of relevant molecules,” he 
comments.31

It is interesting to observe that the amide-I vibration in protein that Davydov 
proposed as the basis for his soliton model4,7 is precisely a “vibrational subgroup 
of a relevant molecule.” Upon adding dissipation and a source of input metabolic 
energy to (15), one arrives at a system that is very close to Frohlich’s original 
concept.39 From this perspective, the Davydov and Frohlich theories appear as 
complementary (rather than competing) explanations for the mystery of energy 
storage and transport in biological molecules.
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The New Biology and Its Human Implications

SUMMARY OF REMARKS
The original DNA revolution indicated the nature of molecular storage of in

formation in the cell and how this information is to be incorporated into specific 
protein molecules so that understanding was achieved of how the structural ele
ments and machinery of the simplest living cell could be constructed.

The next step, which is currently taking place, involves extending this un
derstanding of enormously more complex organisms, which are characterized by 
possession of the phenomenon of differentiation.

Somatic cell genetics was invented to acquire the necessary information about 
the genetic structure and function of the complex organisms like the mammals. To
gether with the new approaches of recombinant DNA technology and new methods 
for analysis of the patterns of protein biosynthesis in the complex mammalian cells, 
many new levels of understanding are being achieved. At present, less than 1/10 
of 1% of the individual biochemical pathways which make up the body’s metabolic 
chains have been identified. New general methods are now available which promise 
to unlock many or most of these critical pathways.

For the first time in history, a framework of conceptual understanding is being 
built to support and greatly extend the still largely empirical discipline of medicine. 
New promise for revolutionizing food supplies of the world appear at hand. Finally,
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application of cellular genetics and molecular biology to the nervous system is 
opening up new approaches to understanding of the mind.

These new powers could, if appropriately used, bring a new era of health and 
fulfillment to mankind. Scientists must see that this message reaches the peoples 
and governments of the planet.
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Biomolecules

The study of the structure and function of biomolecules connects biology, bio
chemistry, chemistry, and physics. I believe that major progress and a deep under
standing of these complex systems will only be possible in a truly interdisciplinary 
collaboration. Of course, a chemist will look at proteins differently from a biolo
gist, and a physicist’s interest may again be different. My own approach is best 
characterized by a dinner conversation. Some years ago I had the good fortune of 
joining Stan Ulam for dinner at that famous culinary pinnacle, the Los Alamos Inn. 
I described my work to Stan who then remarked: “Aha, ask not what physics can 
do for biology, ask what biology can do for physics.” It may indeed be possible that 
biomolecules will yield results of interest to physics. On the one hand, biomolecules 
are truly complex. As I will describe later, proteins have highly degenerate ground 
states. If we define complexity, /c, as the logarithm of the number of “components,”1 
proteins have k >• 1. Thus, while the complexity is far smaller than that of the 
brain or of a sociological system, it is large enough to lead to nontrivial results. 
Moreover, in contrast to glasses and spin glasses (at least the experimental ones), 
proteins are tailor-made, all proteins of a given type from a given system have ex
actly the same number of constituents, and experimental work can be performed 
on very well-defined entities.
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1. PROTEINS
For the following discussions, a few general facts about proteins are necessary. I 
will only describe rudimentary aspects2; details can be found in a number of texts 
that can even be read by physicists.3,4

Proteins are the machines of life. They are constructed from twenty different 
building blocks, the amino acids. As indicated in Fig. 1, of the order of 100 amino 
acids are covalently linked to form a long linear chain. The arrangement of the amino 
acids in this chain, the primary structure, determines the final tertiary structure 
and the function of a particular protein. In a proper solvent, the linear chain will 
fold into the space-filling tertiary structure, the working protein. The final protein 
looks like a miniature crystal, consisting of the order of 1000 atoms and with linear 
dimensions of the order of a few nanometers.

The illustrations in textbooks make proteins appear as rigid structures. A closer 
look at the structure and function of a very important protein, hemoglobin, makes 
it clear, however, that motion is important. Hemoglobin transports oxygen and the 
dioxygen molecule is stored inside the hemoglobin during the ride from the lung 
to wherever O2 is used. X-ray diffraction data indicate that there is no open path 
from the outside to the storage site. If hemoglobin were rigid, it could not fulfill its 
function.

A second look at Fig. 1 shows why proteins are flexible and can behave like 
machines rather than like pieces of rock. The forces along the protein backbone, 
the polypeptide chain, are “strong” (covalent) and cannot be broken by thermal 
fluctuations. The forces that hold the tertiary structure together are “weak,” mainly 
hydrogen bonds and van der Waals forces. These weak bonds are continuously 
broken and reformed: the protein breathes. This breathing motion is essential for 
many functions.

2. A PROTEIN IN ACTION
In order to study the states and motions of a protein, we must look at a protein 
in action. For the past decade, we have been investigating a very simple process, 
the binding of a small molecule (ligand) such as dioxygen (O2) or carbon monoxide 
(CO) to myoglobin.5-7 Myoglobin is a protein of molecular weight 17.9 kD, with 
dimensions 2.5 x 4.4 x 4.4 nm3, that reversibly stores dioxygen in muscles.2,3 An 
approximate cross-section is shown in Fig. 2a. Embedded in the protein matrix is a 
planar organic molecule, heme, which contains an iron atom at its center. Storage 
of O2 or CO occurs through covalent binding of the small molecule at the iron 
atom. We can look at the association and dissociation of the ligand (say, CO) in a 
number of ways.
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FIGURE 1 The linear poly
peptide chain (primary se
quence) folds into the final 
tertiary structure.

(i) THE BINDING IN REALITY. A CO molecule in the solvent around Mb 
executes a Brownian motion in the solvent, moves into the protein matrix, migrates 
through the matrix to the heme pocket B, and finally binds covalently to the heme 
iron (Fig. 2a). The binding process can be studied with many different tools.8 We use 
flash photolysis: a sample of liganded proteins (MbCO) is placed into a cryostat. At 
the proper temperature, the sample is hit with a laser pulse which breaks the Fe-CO 
bond: MbCO +  ha; —* Mb -f CO. The rebinding, Mb -f CO —► MbCO, is followed 
optically. Studies of rebinding over a wide range of time and temperature suggest 
that binding follows the pathway indicated in Fig. 2a. The theoretical treatment of 
the binding process is difficult. In physics, progress in describing phenomena often 
starts with models that describe some aspects well, but totally miss others (the 
single-particle shell model and the collective model in nuclear physics). Ultimately, 
a unified model incorporates the essential aspects of the early attempts. Progress 
in models for protein dynamics may follow a similar path.

(ii) THE SINGLE-PARTICLE (STATIC) MODEL. In the simplest model, we 
assume that the protein forms an effective static potential in which the CO molecule 
moves. The experiments imply that the potential is as sketched in Fig. 2b, where 
S  represents the solvent, M  the protein matrix, B  the heme pocket, and A  the 
covalent binding site at the heme iron. The general behavior in such a potential 
is easy to describe, but a full quantitative treatment is difficult and has not yet 
been achieved. The ligand will perform a complicated random walk in the potential
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and entropy (the number of states as function of the reaction coordinate) plays an 
important role.

(iii) PROTEIN MOTIONS. The single-particle model is static and does not ex
plicitly consider the motions of the protein. We know, however, that the protein mo
tion is important: The total “binding energy” of a protein, defined as the difference 
in Gibbs energy between the folded and unfolded state (Fig. 1) is of the order of 1 eV 
and hence very small. A ligand moving through the protein matrix will affect the 
protein strongly and the covalent binding, which also involves an energy of the order
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FIGURE 2 A protein process, ligand binding, and two extreme models.
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of 1 eV, causes a major perturbation of the protein structure (“proteinquake”). 
As second model (Fig. 2c), we therefore neglect the motion of the CO and only 
consider the protein motions that are caused by the formation or breaking of the 
covalent bond at the iron. We will return to this problem.

(iv) UNIFIED MODEL. In a complete model, the motions of the protein and 
the ligand would be considered together. At present, not enough is known about 
the dynamics of the protein and the interaction of the ligand with the protein to 
formulate such a model.

3. ENDLESS PROCESSES
The observation of the binding of CO to Mb at temperatures below about 200 K 

yielded a result that was at first very surprising.5,9 Below 200 K, the CO molecule 
remains in the heme pocket after photodissociation and rebinds from there. The 
rebinding process, denoted by I, is then “geminate” or intramolecular. This feature 
permits a detailed study of the mechanism of the formation of the Fe-CO bond.10 
The signal property of process I is its time dependence, shown in Fig. 3. Process I
is not exponential in time, but can be approximated by a power law,

N(t )  = (l  + t / t 0) - n . (1)

Here, t 0 and n are temperature-dependent parameters. For the binding of CO to 
Mb between 60 and 160 K, n is approximately given by

n =  2.8 x 10~3 T / K .  (2)

Time (s)

FIGURE 3 Time dependence of the binding of CO to Mb between 40 and 160 K. 
N(t )  is a fraction of Mb molecules that have not rebonded a CO molecule at the 
time t after photodissociation. (After reference 5.)
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ENERGY

FIGURE 4 Protein energy 
versus configurational co
ordinate. A large number of 
conformation substates (po
tential minima) have essen
tially the same energy. The 
dot represents a protein in 

CONFORMATIONAL COORDINATE a particular substate.

A “fractal” time dependence was first observed by Weber in 183511 and the fasci
nating history is sketched by Bendler.12 Processes as described by Eqs. (1) and (2) 
have been called “endless” and the reason is clear. At 60 K, n =  0.17 and t0 = 0.16 s 
for MbCO. Rebinding becomes observable at about 10~3 s, but the time required 
for the rebinding of 99.9% of the Mb molecules is 2 x 109 years. Nonexponential 
behavior is observed in many different systems, but why do proteins exhibit it?

The simplest explanation that we have been able to find is as follows. The co
valent binding B  —► A  at the heme iron involves a potential barrier that must be 
overcome. If the barrier is the same in all Mb molecules, binding will be exponential 
in time. If, however, different Mb molecules have different barriers, the nonexpo
nential time dependence can be described easily.9,5,2 But why should different Mb 
molecules have different activation barriers?

The crucial point is that a protein cannot be in a unique state of lowest energy, 
its ground state is highly degenerate. In a given state (say, MbCO) the protein can 
assume a large number of conformational substates.13 All substates perform the 
same function, but differ slightly in the geometrical arrangement of the atoms. In 
a one-dimensional abstraction, we can represent the energy of a protein as shown 
in Fig. 4 as a function of a conformational coordinate. At low temperatures, each 
protein will have a distribution of barrier heights and consequently show a nonex
ponential binding as in Fig. 3. At high temperatures (300 K), transitions among 
the substates occur and a given protein will move from substate to substate. If the 
ensemble is studied with a technique characterized by a time much longer than re
quired for transitions among substates, the protein ensemble appears homogeneous.

4. PROTEIN MOTIONS
The existence of substates leads to a separation of protein motions into two classes, 
equilibrium fluctuations (EF) and functionally important motions (fims). Fig. 5
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gives the basic ideas. A given protein can exist in a number of states, for instance, 
MbCO and deoxyMb. Each of these states contains a large number of conforma
tional substates, denoted by CS. Transitions among the substates are equilibrium 
fluctuations. The protein action, the transition from MbCO to deoxyMb or from 
deoxyMb to MbCO, is performed through fims. In order to fully understand the 
dynamic connection between protein structure and function, both are connected 
through fluctuation-dissipation theorems.14" 18

While equilibrium fluctuations can be studied on resting proteins, the explo
ration of fims must involve proteins in action. When asked for a title for a talk at 
a birthday symposium for David Pines, I intended to make a joke and suggested 
“Do Proteins Quake?” . During the preparation of the talk, I realized that the joke 
was on me—proteins indeed do quake, and the investigation of proteinquakes can 
yield considerable insight into protein dynamics.19,20 Consider first an earthquake, 
as shown in Fig. 6a. In some regions of the world, for instance near SLAC, stress 
builds up. When the stress exceeds a critical value, it is relieved through an earth
quake. The quake results in the propagation of waves and of a deformation. In a 
protein, events are similar: a stress is created at the site of a reaction. Consider 
for instance the photodissociation of MbCO as in Fig. 6b. Before the laser flash, 
the entire protein is in the liganded conformation. Immediately after photodisso
ciation, the heme and the protein are still in the liganded structure, but now far 
off equilibrium. Return to equilibrium occurs through a proteinquake: the released 
strain energy is dissipated through waves and through the propagation of a defor
mation. The proteinquake can be followed through observation of suitable markers 
in visible, near-infrared, and resonance Raman spectra.

The main results of various experiments taken together20 indicate that the pro
teinquake occurs in a series of steps. So far, four distinct fims have been recognized

States Substates

EF

MbCO

fims

deoxy Mb

FIGURE 5 States, substates, equilibrium fluctuations, and fims.
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FIGURE 6 (a) Earthquake;
(b) Proteinquake. The focus
es of the proteinquake are 
at the heme iron. Also shown in 
the figure is the breathing motion 
of the protein: the shaded area 
gives the region reached by the 
backbone because of fluctations 
(after ref. 13).

and some of their properties established. The relation between dissipation (fims) 
and fluctuations (EF) suggests that the four fims should be complemented by four 
types of equilibrium fluctuations. These, in turn, imply four tiers of substates. We 
consequently arrive at a model for the structure of myoglobin as indicated in Fig.
7.

Figure 7 shows that proteins have a hierarchical structure, and thus suggests a 
close similarity between proteins and glasses.21” 25

These results are clearly tentative and all aspects remain to be explored in 
much more detail. They indicate, however, that a close interaction among biologists, 
biochemists, and theoretical and experimental physicists is necessary for progress.

In a minor way, the work that I have described already involves an I2N, an 
“Interdisciplinary International Network,” as indicated in Fig. 8. The collaboration
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is necessary because no single individual knows all aspects, no single group pos
sesses all the required tools and techniques, and no single protein can yield all the 
information needed for a deep understanding.

L \g y
“CJL H

FIGURE 7 The hierarchi
cal arrangements of sub
states in myoglobin. Four 
tiers of substates are 
believed to exist.
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FIGURE 8 l2N active in the exploration of protein dynamics.
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Computing With Attractors: 
From Self-repairing Computers, to 
Ultradiffusion, and the Application of 
Dynamical Systems to Human Behavior

It is seldom that one has the opportunity of spending such a pleasant weekend in 
the company of scholars from so many fields. Even more remarkable is the fact that, 
although different in outlook and methodologies, the presentations at this workshop 
display a serious attempt at bridging the gap that separate our disciplines. From 
reports of studies of the origin of life, to attempts at understanding the nature of 
daydreaming, one perceives the great potential that interdisciplinary approaches 
might have for the solution of these problems.

My talk will mostly deal with the convergence of two apparently dissimilar 
disciplines, dynamical systems and computers, and its implications for the under
standing of both complexity and biological computation. Before closing, I will also 
mention some speculations about the application of dynamical systems to human 
behavior. Since it is superfluous to remind you of the phenomenal progress that we 
are witnessing in computer technology, I will start by giving a very short status 
report on our current understanding of the dynamics of nonlinear systems, and of 
the problems which I perceive lie ahead.
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A. COMPLEX SYSTEMS
The past few years have witnessed an explosive growth in the application of 

nonlinear dynamics to physical and chemical systems.1 In particular, the recogni
tion that very simple dissipative, deterministic classical systems can display chaos, 
has led to a new approach to problems where erratic, noisy behavior seems to be 
prevalent. With this new paradigm in our midst, we now feel confident that we 
have the needed tools for analyzing the dynamics of nonlinear systems, provided 
they appear to an external probe as low dimensional in their phase spaces.

Beyond this fairly placid scenario lies the terra incognita of more complex 
systems and their associated dynamics. Here, one is dealing with dimensionalities 
such that neither simple geometry nor statistical mechanics can be put to good 
use. And yet, complexity is pervasive and full of interesting properties. Structures 
such as living organisms and computers are examples of systems displaying self
organizing properties and non-trivial dynamics which at present defy analytical 
understanding. If a coherent picture of their behavior is to emerge, it will have to 
be based on both new theories and crisp data produced by controlled experiments 
on systems which encapsulate the essence of complexity. Moreover, these studies 
will hopefully lead to a sharpening of the concept of complex system. Presently, 
the word complexity itself seems to mean different things to different people and, 
in spite of the existence of mathematical tools such as algorithmic complexity and 
entropy, we still lack a precise definition of such an important notion. For the time 
being, I will use complexity in its simplest form, i.e., as conveying the idea that a 
system as a whole is more than the sum of its parts, and that its behavior is non
trivial to describe. I will also show below how the appearance of some hierarchical 
structure in such systems leads to interesting universal dynamics.

B. EMERGENCE OF COMPUTATIONAL BEHAVIOR
Parallel computing structures, which are common in nature, provide an ideal 

experimental tool when implemented in actual machines. This allows for a de
tailed analysis of the dynamics of highly concurrent processes which are not of
ten experimentally accessible in the real world. By performing quantitative experi
ments on them, one hopes to both uncover new phenomena and to abstract general 
laws governing their behavior. Typical questions that can be asked are about self
organization and its dynamics, adaptation, and the range of behavioral functions 
of the brain that can be reproduced by the collective behavior arrays of simple, lo
cally connected, computing elements. Answers to these questions2,3 are important 
in understanding the emergence of complex behavior out of a collection of simple 
units, in determining to what extent VLSI structures can be made to behave in 
adaptive fashion and, more generally, in elucidating the global behavior of systems 
made up of elementary computational cells.



Computing with Attractors 1 6 9

FIGURE 1 Diagram of a typical array.

Our experimental approach to these issues considers arrays of simple local units 
that exhibit some interesting property. A typical architecture is schematically shown 
in Figure 1. Each processor operates on integer data received locally from its neigh
bors. Overall input and output to the machine takes place only along the edges 
and the computation is systolically advanced from row to row in step with a global 
clock. Each processor has an internal state, represented by an integer, which can 
only take on a small set of values depending on a given adaptive rule. The unit 
determines its local input based on its inputs and its internal state. At each time 
step, every element receives data values from the units to its upper left and right 
and computes its output, which is then sent to its neighbors.

For various values of the array parameters, we then quantitatively examine the 
emergence of global computational behavior as a function of time. Within this con
text, we have recently shown that there is a class of architectures that can be made 
to compute in a distributed, deterministic, self-repairing fashion, by exploiting the 
existence of attractors in their phase spaces.4 Such a mechanism leads to computing 
structures which are able to reliably learn several inputs and to recognize them even 
when slightly distorted. In the language of dynamical systems, this corresponds to
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the appearance of fixed points in the phase space of the system. Furthermore, the 
contraction of volumes in phase space makes these fixed points attractive in the 
sense that perturbations in either data or the state of the array quickly relax back 
to the original values. The set of inputs which map into a given output defines the 
basin of attraction for that output, as illustrated in Figure 2a.

Since there are many such basins of attraction, a natural question concerns 
the possibility of changing them at will with local rules. In other words, one 
is interested in dynamically modifying the basins of attraction in order to in
clude or exclude a particular set of inputs. Figures 2a and 2b show schemati
cally how this adaptive mechanism works. These new processes of coalescence and 
dissociation of attractors lead to results analogous to Pavlovian conditioned re
flexes. Furthermore, through quantitative measurements of the sizes of the basins 
of attraction before and after associations, we were able to determine that such

(a)

(b)

FIGURE 2 (a) Basins of 
attraction for 3 inputs, [A], [B], 
and [C] mapping into 3 different 
outputs, (b) The attractors 
after coalescence of sets [A], 
and [B] into a new basin of 
attraction.
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dissociation of attractors lead to results analogous to Pavlovian conditioned re
flexes. Furthermore, through quantitative measurements of the sizes of the basins 
of attraction before and after associations, we were able to determine that such 
arrays exhibit generalization and differentiation of inputs in their behavior. Besides 
their intrinsic value, these results open the door to exciting applications of this 
computing scheme to both pattern and speech recognition.

C. BIOLOGICAL COMPUTATION
I would now like to say a few words about the possible relationship between this 

new paradigm and biological computations.5 In doing so, I am aware of the case 
with which one should extrapolate computational results into neurobiology. Just as 
learning about birds' flight cannot be totally accomplished by designing airplanes, 
to have computing structures which mimic some aspects of brain behavior does 
not imply we know how brains work. This, in turn, raises the still unclear issue of 
the role of simulations in describing reality, a problem which is bound to grow as 
computers become an increasing source of experimental data in the sciences.

Information processing in biological systems possesses a number of intriguing 
fundamental characteristics that are difficult to understand in terms of sequential 
computing mechanisms. One of these is fault tolerant behavior, both with respect to 
internal failures and to input data errors, allowing the system to operate with dis
torted, or fuzzy, inputs. Further examples are associative memory and conditional 
learning, where the ability to learn something is facilitated by previous knowledge of 
something similar to it. Finally, there is the ability to adapt to changes in the envi
ronment, or plasticity, with the associated mechanism of selection out of degenerate 
initial configurations.

Our results suggest the hypothesis that the brain might operate reliably, even 
though individual components may intermittently fail, by computing with dynamic 
attractors. Specifically, such a mechanism exploits collective behavior of a dynam
ical system with attractive fixed points in its phase space.

Although its applicability to biological systems cannot be proven, the study of 
such computing structures suggests that our hypothesis may, indeed, be relevant to 
biological systems regardless of the detailed operation of individual neurons. It also 
produces a deterministic alternative to models of the brain based on probabilistic 
neural nets.6

D. ATTRACTORS ON DISCRETE STRUCTURES
The phenomenon of deterministic computation with attractive fixed points 

leads naturally to a mathematical description of such processes using attractors
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on discrete structures. Since the dynamics of a quantity that takes on a finite set of 
values and changes only at discrete instants of time is governed by discrete maps, 
the time evolution of such computing arrays will generate contractive mappings of 
a finite set into itself. This new description, which is now being developed, contains 
an interesting mix of combinatorial analysis and dynamics, and is bound to give us 
new vistas on the subject of dynamical systems. Moreover, such a theory should 
contain enough predictive power so as to tell us which general computational rules 
and architectures will perform given functions.

E. ULTRADIFFUSION
Complexity in natural and artificial systems often manifests itself in hierarchical 

fashion: at any given level of the system, the effect of the lower echelons can, for all 
practical purposes, be integrated over while the larger scale structures are essentially 
frozen and act as static constraints. This architecture of organization appears in 
economic systems, formal research organizations and computing structures, and 
produces nonergodic behavior in many problems with a hierarchy of energy barriers. 
Molecular diffusion in complex macromolecules, and spin glasses, provide examples 
where this behavior is found.

A common feature of hierarchical systems is that they can be characterized 
by an ultrametric topology, i.e., a distance can be defined so that any triplet of 
points can be labelled in such a way that their respective distances form an isosceles 
triangle. For such topologies, to determine the time evolution of stochastic processes 
entails solving the dynamics of Markovian matrices which are near decomposable, 
a problem which was posed many years ago by Simon and Ando in their study of 
the aggregation of economic variables.7

In order to solve for the dynamics of hierarchical systems, we have recently 
constructed a simple one-dimensional model which possesses such a topology and 
studied its dynamical properties by explicit renormalization.8 We showed that the 
relaxation of the autocorrelation function obeys a universal algebraic law which 
we termed ultradiffusion. In particular, for thermally activated processes, its long
time behavior is characterized by an effective dimensionality which is temperature 
dependent, leading to an anomalous low-frequency spectrum reminiscent of the 1/f 
noise type of phenomena observed in a variety of systems.

One interesting aspect of these results is given by the fact that such ultra
metric topology also appears in probabilistic computing schemes which have been 
advanced over the years to model neural nets.9,10 These models, which appeal to 
the analyogy between Hebbian synapses and Ising spins, contain ingredients similar 
to the spin glass problem and should, therefore, exhibit slow decays of their auto
correlation functions. I should mention that because of their stochastic nature, such 
lack of convergence poses serious problems when trying to use them as computing
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structures, since the existence of a hierarchy of energy barriers implies that it is 
not clear when to halt a given computation.

F. DYNAMICAL SYSTEMS AND HUMAN BEHAVIOR
I would like to finish this presentation in a more speculative note and report 

some studies that we have undertaken to characterize the dynamics of behavior. 
Although unrelated to computation, these issues will illustrate how a very complex 
system such as the brain can sometimes be phenomenologically described using 
techniques which invoke only a few variables. Moreover, since part of the problem 
in understanding human behavior is a development of a language in which to codify 
it, we have tried to show how the tools of dynamical systems theory can be used 
to study its unfolding.11

Experimental work in neurobiology demonstrates a boggling array of complex 
neurophysiological and neurochemical interactions. The existence of many neuro
transmitters and the complications of synaptic function create intricate paths for 
neuronal activity. Nevertheless, the dynamical modelling of such systems is aided 
by three important points:

1. The imprecision in the observation of human psychopathology. As a conse
quence, one is likely to see on any time scale only the broad distinctions be
tween fixed points, limit cycles and chaos.

2. The substantial delays between the reception of a neurochemical process and 
its ultimate physiological effect.

3. The wide temporal separation between many neurophysiological processes 
in a given system. These range from fractions of a second for certain GABA 
receptors, to intervals of minutes for short-term desensitization of adrenergic 
activity.

The first two properties justify the use of differential delay equations in simulat
ing those systems, while the last one offers a methodology for constructing dynamics 
over manv time scales. Within this context, we have recently studied the dynamics 
of a model of the central dopaminergic neuronal system.12 In particular, we showed 
that for certain values of a parameter which conrols the efficacy of dopamine at the 
postsynaptic receptor, chaotic solutions of the equations appear. This prediction 
correlates with the observed increased variability in behavior among schizophrenics 
and the rapid fluctuations in motor activity among Parkinsonian patients chroni
cally treated with L-dopa.

These results, which still have to survive the scrutiny of controlled experiments, 
suggest that the impact of nonlinear dynamics will be felt on fields far removed from 
its original concerns, and in so doing, it will itself undergo unforeseen changes. 
Thank you.
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Fundamental Physics, Mathematics and 
Astronomy

I had to make some quite arbitrary decisions as to what I could include and not 
include, and I could easily imagine someone else very clever or myself in a different 
mood discussing a rigorously disjoint set of topics. What I chose to do is to talk 
about three relatively specific, very important problems in physics, astronomy, and 
to a lesser extent, mathematics and try to generalize from these problems. I chose 
problems which do have a true interdisciplinary component and, at the same time, 
are among the most important problems we are currently up against. In each of 
these, I shall go from the specific to the general, so do not be misled by the headings. 
They refer to the vague generalities that come at the end.

I. NEW SENSORY SYSTEMS
We now have from microphysical considerations what I think is a very good candi
date for a complete model of formation of structure in the universe. More and more 
definite evidence over the last 20 years has been accumulating for the Bing Bang 
cosmology, and it is now quite generally established. The new development over the 
last ten years or so is that we have obtained a much better idea of some unknowns, 
some of the parameters in the Big Bang cosmology which previously had to be put
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in as initial conditions with no understanding. We now have real physical insights 
about what they should be. In particular, we have a strong theoretical prejudice 
based on reasons which I can not go into in great detail here: that the density of 
the universe, on the average, should be equal to the critical density. If the universe 
were slightly more dense than it is, it would eventually collapse. It is just poised 
on the verge of collapsing. That means the density in terms of Newton’s constant 
Gn  and Hubble’s parameter H  is 3H 2/8 itGn  or numerically 10~29 grams per cubic 
centimeter. Ordinary matter consists of about 1024 atoms per cubic centimeter. The 
density of the universe as a whole is about one atom per cubic meter, a number I 
find astonishing. Nevertheless, that is approximately the density of the whole, and 
we want to know whether the universe has that density or slightly less. The theo
retical prejudice, which is not contradicted yet by experiments, is that it should be 
almost precisely equal.

Another key idea concerns the nature of the initial fluctuations. These fluctua
tions are supposed to be quite small at first, growing by gravitational contraction. 
There is fairly direct evidence, namely the isotropy to £ 10~4 of the microwave back
ground radiation, that the seed fluctuations were quite small. All the later structure 
evolves from very small wrinkles early on. These fluctuations are supposed to be 
fluctuations of mass but not in chemical content. That is called adiabatic fluctua
tions.

Finally, the only other initial condition that needs to be fixed to make the 
whole think go as a well-determined problem is the scale and spatial spectrum 
of fluctuations. What do the fluctuations on different size scales look like? There 
is a very elegant candidate for the spectrum which emerges from microphysical 
considerations. As the universe gets older in the Big Bang picture, we get to see 
more and more of it. There are parts of the universe which are just now becoming 
visible to us. In other words, the speed of light has just been caught up with the 
distance from the newly exposed regions in ten billion years; they are ten billion 
light years away. At earlier times, when the universe was nine billion years old, you 
could see less. The hypothesis of scale-invariant fluctuations is that the universe 
fluctuates by very small amounts from critical density at all times and that the 
amplitude of the fluctuations—the size of the fluctuations—is independent of when 
you look. If you weight the universe at any time, it should have tiny deviations, 
~10~ 4, from critical density, and the nature of the deviations should not depend 
on time.

The immediate consequence of the first of our three principles is that 90% of 
the mass of the universe has to be in some nonluminous form. To check how much 
mass there is in the universe, the most naive procedure, of course, is to count up 
everything you see and estimate how much it weighs. Add all the visible matter 
up that way—all the things that are in stars, gas clouds and so forth—and you do 
not get this critical density, but roughly l/30th  of it. Not enough. On the other 
hand, the direct gravitation experiments—basically trying to verify Kepler’s law 
on a galactic scale—indicate that there are large amounts of nonluminous mass 
not in the ordinary forms of protons, neutrons and electrons, but in some other 
form which is nonluminous. That is, you look at objects—gas clouds or individual
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stars—rotating far from the luminous regions of galaxies where the light of the 
galaxy has fallen off exponentially, where it is practically zero. If all the mass were 
also concentrated in this small region similar to the light, then the velocity of these 
objects should fall like 1 Jy/r. This is Kepler’s law, the same as for planets orbiting 
the sun. It is found instead that the velocity in many, many galaxies (hundreds 
have been measured) is constant—does not fall—indicating that the galactic mass 
is not concentrated where the light is. It is spread out over larger regions, so as you 
go farther and farther out, you have more and more stuff pulling on you, and you 
have to move fast to keep from falling in. In this way we know that there is some 
nonstandard, nonluminous form of matter, which is at least as much matter as the 
more ordinary visible forms. We need about ten times as much or thirty times as 
much to satisfy our theoretical expectations. So we have a great scandal, that we 
do not know what most of the universe is made out of. There are various ideas of 
particle physics about what it can be. These probably will not be more than names 
to most of you: axions are a strange sort of particle that can mediate long-range 
forces and that are being looked for experimentally; photinos are another strange 
kind of particle associated with low-energy supersymmetry, which are being looked 
for at accelerators. For both of these you can compute how much there would be 
of them if they existed. And if you trace out the history of the Bing Bang, you find 
they could be produced in roughly enough quantity to provide the missing mass. 
So there is a great discovery to be made here, but we do not know yet what it is.

As I said, those principles I told you, these refinements of the Big Bang, allow 
us to build up quite a detailed picture of galaxy formation, of the large-scale struc
ture of the universe. However, the predictions we can made are very difficult to test, 
because after all, when we look at galaxies what we see is debris of an explosion 
that occurred ten billion years ago. All the stuff that we actually see has been chem
ically processed and has gone through convective motions, and it is very difficult 
to reconstruct what exploded from the cinders of the explosion. However, there are 
some striking qualitative predictions and even semi-quantitative ones which will 
be tested in the near future by very interesting means, I think. We have to ac
count, first of all, for the main mystery: why the dark matter is not as clustered 
as the ordinary luminous matter.* The most plausible idea about that astrophysi- 
cally is that the luminous matter is more clumped because of the following effect. 
There is a time for galaxy formation—why there is a critical time I shall come back 
to in a moment—and, of course, the largest amplitude fluctuations are the ones 
that would grow the fastest. Suppose that at this critical time, only matter that is 
three sigma deviations from the overall background has formed into proto-galaxies, 
formed into stable entities which will later become galaxies. Those clusters contain
ing proto-galactic matter will tend to be highly concentrated in regions where there 
are upward fluctuations on large spatial scales.

Now, we have an intriguing qualitative picture of clumps of real and also 
clumps of “failed” galaxies. It would be marvelous to verify. We need good three- 
dimensional pictures of the distribution of galaxies. Well, for galaxies, of course, 
what you see in the sky is a two-dimensional projection. Fortunately, for distant 
galaxies we can also infer their distance by the fact that the universe is expanding,
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so that those further away from us are moving away from us faster than the nearer 
ones. So by combining red shift information and the position in the sky, we can 
get three-dimensional maps and begin to look for structures in three dimensions.
I talked about galaxies, and we know their two-dimensional clumping, of course, 
but to predict something new, we have to look at something new, and here there 
is a marvelous idea of Mark Davis and a variety of other people. First of all, I 
should say this: it is crucial to have a lot of data in this game, and it is very im
portant that one do automated red shift studies, process large numbers of galaxies 
at once, and get the real picture. Also, we can look at the failed galaxies, because 
although they do not light up themselves, they will absorb light, in particular from 
occluded quasi-stellar objects (which are the furthest objects we can see). So by 
studying the absorption of quasi-stellar light, you can look for failed galaxies: we 
have, first of all, to do the difficult measurements involved in finding them, then 
check that they are correlated among themselves and anticorrelated with the nor
mal galaxies. So that is one major synthesis I see emerging. It is certainly nontrivial 
and unexpected, and we are very hopeful for the future. It is remarkable that ini
tial conditions suggested by particle physicists are leading to very, very nontrival 
predictions for galaxy formation.

Let me also mention another thing, that in these studies, we are also interested 
in more detailed questions about galaxy formation, which I do not have time to go 
into right now—the question of how their morphology depends on their environ
ment, do elliptical galaxies occur near other elliptical galaxies, and so forth, which 
tells us about how they were formed, whether there are large voids, how these 
structures look in three dimensions and so forth.

The general theme which I can extract from this, then, is that here and from 
other examples, we have developed over the course of years, and especially in the 
20th century, methods of extraordinary power for analyzing matter—things like 
the Mossbauer effect, nuclear magnetic resonance, neutron activation, spectroscopy 
in all parts of the electromagnetic spectrum and so forth. But for the most part, 
except for the traditional disciplines of microscopy and telescopy, these disciplines 
have mostly been giving us crude averaged measurements; I mean, for instance, 
measurements of purity, measuring amounts of material in bodies as a whole. With 
the onset of the possibility of processing huge amounts of information, it becomes 
possible to do something more interesting, I think, on a large scale in many prob
lems, and that is to trace the development of structures in space and time and 
to look at more subtle things. It is going to be important to go beyond that, to 
develop ways—I do not know if there are general ways; it may vary from problem 
to problem—but different ways of identifying structures that are not simple corre
lation functions, and to make use of all this data we are going to be collecting on 
development of structures in space and time. Some examples of imaging technolo
gies, at various stages of development and sensitive to very different things, are: 
CAT scans, NMR imaging, and Josephson arrays. I think for the first time, there is 
a qualitative difference here, that we are developing new ways of decoding matter. 
It is a trite saying that our various tools expand the senses of man, but I think it 
is, for the first time, becoming true that these tools are becoming comparable in
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sophistication to the senses of man, but in different regions of the spectrum and 
sensitive to different things, and we shall have to develop the brain power, together 
with the sensory power, to make use of all this information. Now, we typically deal 
with these things by turning the output into pictures and exploiting our visual 
processing abilities. Eventually it might be too much for our brains, but we have 
computers now to help us out.

By the way, real sensory systems also provide highly nontrivial physical prob
lems which we may learn from. For instance, the ear has a very, very impressive 
performance, being able to sense amplitude vibrations of the order of 10 ® cm, and 
actually reaches the quantum limits of sensitivity taking measurements over a mil
lisecond which, when you think about it, is an extraordinary physical achievement. 
Bill Bialek, in particular, has developed very interesting theoretical models of how 
that can happen.

II. THEORETICAL EXPERIMENTS
Another development that I perceive having a great future—it has a great present— 
is the development of purely theoretical experiments. Steve Wolfram told us about 
one of those yesterday, and I think it is a very broad theme that runs through a 
variety of things, but as always I shall go from the specific to the general. A specific 
example of supreme importance is that we have every reason, since the mid-70’s, to 
think that we have the correct microscopic theory of the strong interaction. We can 
write down the Langrangian for quarks’ interactions with gluons, and this should 
tell us everything we need to know about this form of interaction: what physical 
particles come out, scattering amplitudes, nuclear energies and so forth. However, 
the things we can actually compute from this grandiose vision are relatively limited. 
In fact, as I look at my data book from 1980, there is literally nothing you can 
compute accurately about the strong interaction. In the new edition of the data 
book, they have data on scaling violations, and now there is an extra page of things 
that you can compute. It does work. We are pretty sure the theory is correct, 
and there are any number of qualitative indications that it is correct. But there 
are many significant qualitative and certainly quantitative problems that elude us, 
and it is very frustrating to have this theory and not be able to compute very 
many of the things which originally motivated us to formulate it. For instance, we 
would very much like to know whether you can form new forms of matter involving 
quarks, in unusual conditions of high pressure or density which you might find in 
neutron stars or heavy-ion collisions, or at high temperature which you might find in 
heavy-ion collisions or certainly in the early universe. Then there is the challenge of 
computing what is in the rest of this book: computing things in nuclear physics or 
justifying nuclear physics models, for example. To answer these questions requires 
doing integrals, but integrals on a grand scale, integrals by the hundreds of millions 
every second to do meaningful simulations. These things require the most powerful
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computers; new numerical methods and even new architectures of computers are 
being developed to handle this very problem, and solutions are in sight.

Now perhaps there is nothing qualitatively new here; of course, people have used 
whatever computational tools were available for a long time to solve the problems 
that they wanted to solve, but I think it has become qualitatively different. One 
can also do things in the theoretical experiment that you can not do in ordinary 
experiments. For instance, in a quark gluons theory, it is believed that most of 
the interesting dynamics, the underlying deep structure of what is going on, is due 
to some kind of fluctuations in the gluon field. Some people advertise instantons, 
Feynman has some other ideas about what the important configurations are, and 
so on. Gluons do not interact with any of our ordinary electromagnetic probes in a 
very direct way. It is very hard to get at those fluctuations by measurements. But on 
a computer you can ask whatever theoretical question you want to ask. So we find 
in these theoretical experiments once more the same problem of seeing patterns. 
Now that we have perfect flexibility—we can ask any questions we want—we have 
to be able to isolate what patterns are going to be pertinent. There is also the 
possibility of varying problems, in this case things like the number of quarks, or 
their masses, which you do not get to vary in the laboratory very easily.

There are several other major identifiable problems in a similar state as QCD. 
One on which progress could be exceedingly significant is the problem of translating 
one-dimensional information that we know about genes into some knowledge about 
the three-dimensional and even four-dimensional structures of biomolecules. There 
are now very efficient methods of reading off sequences so that we know the infor
mation that is necessary to construct these three-dimensional molecules, but very 
little progress—it is not fair to say very little progress—but the decisive progress 
has not been made on translating that one-dimensional information, which is the 
complete information, after all, into three-dimensional information that enables us 
to design drugs and to understand much better all kinds of processes in the cell.

T. PUCK: I do not understand; are you proposing to design drugs purely from 
a structural...

F. WILCZEK: I certainly do not know how to go about it, but I certainly 
think it would be very useful in designing drugs to know what the molecules you 
are thinking about look like; see whether they would fit with what you want to plug 
them into.

T. PUCK: Well, it would, and the fact of the matter is that there are very 
powerful new methods coming out in the design of drugs.

H. FRAUENFELDEE: I think what you [Puck] are talking about is at a much 
lower level than this because you assume that much of the structure is already 
known—not you, but the people who design these drugs. It is a much simpler 
problem than here, where you really start from the one-dimensional information.

T. PUCK: That is what I presumed, but what I wanted to know is, is it the 
abstract problem that is important or actually securing drugs?

F. WILCZEK: Well, there is much more to it than drugs. The general problem 
is that one can read out in very efficient ways, very powerful ways, one-dimensional
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gene sequences, and we would like to know from that one-dimensional information 
what a three-dimensional protein would look like and how does it function in time?

Star formation is another very significant problem. It impacts, for instance, 
on the galaxy formation questions. You have to know how star formation works to 
really understand that. Turbulence is another example. A very small inroad on that 
problem has been made recently by Feigenbaum and others. The great bulk of the 
problem lies in the future.

III. AN EXAMPLE
Finally, I would like to talk about something that I have been thinking about 
recently, and I shall be brief. This is called High Tech Meets Low-Energy Neu
trinos and includes some things I have been thinking about with Bias Cabrera 
and Lawrence Krauss. It illustrates another trend in science that I think is very 
significant. Several major problems in high-energy physics and astronomy involve 
detection of low-energy neutrinos, low-energy in this sense meaning from 0.1 to 10 
MeV. Such energies characterize neutrinos and anti-neutrinos that originate from 
nuclear reactors, from antural radioactivity and also from the sun. You would like 
to know the masses and possibly mixing angles of different neutrinos, and the most 
sensitive way of probing that is oscillation experiments at accelerators, reactors and 
for the sun. The slower you get the neutrinos, the more oscillations there are to 
see. And solar emission: we would like to know that the sun is really turned on—a 
solar neutrino experiment has not seen anything, which calls that into doubt. In 
any case, we would like to verify directly models for the interior of the sun—see 
the spectrum of neutrinos that come out directly without interacting anywhere 
in between. The difficulty, of course, is that solar neutrinos have exceedingly low 
cross-sections: 10“"45 cm2.

Now I would like to go into an apparent digression about the properties of 
silicon. Of course, it is the miracle substance of high tech. It also has great use for 
us. At low temperatures, the specific heat of silicon goes to very, very low levels, 
because it is an insulator; it has no electronic specific heat leading to T3 specific 
heat, and it has a very large Debye temperature because it is strongly bonded 
andlight. As a result, the quantitative result is extremely impressive. I was shocked 
to learn that, if you deposit 0.1 MeV of energy into a mole of silicon at very low 
temperatures, you get heating to 4 mK. When you combine this with the fact that 
it is now feasible, using dilution refrigerators, to cool large amounts of matter to 
the few mK range and also relatively simple to measure this kind of temperature 
change at low temperatures, the possibility of a new kind of neutrino detector comes 
on the horizon.

Now we come to the problem of dirt, literally. The other useful feature of silicon 
is that it is available in extremely high purity. Its impurity levels, I have learned 
by three weeks on the telephone, are carbon of 10~8 and oxygen at 10“ 10, and all
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others, insofar as you can measure them, less than 10~12. So natural radioactivity, 
which in any other substance would be a severe problem, background decay of 
the detector as you are looking at it, is not apparently a severe problem with 
silicon. It appears quite feasible to get to the levels we need for the most interesting 
experiments.

The final great advantage of silicon is that it is relatively cheap by the standards 
of solar neutrion experiments or Santa Fe Institutes. For the sun, you need about 
103 kg, a ton of stuff, to get two events per day; this would cost about $200,000.

So, that is a specific thing which I find very exciting. What can we learn from 
it in general? We are trying to see what physics is going on at 1012-15 GeV (where 
Gell-Mann, Ramond and Slansky taughts us that neutrino masses are probably 
determined) by doing measurements of their interactions at 1 MeV, and trying to 
measure the interactions of the sun, which is 107 degress Kelvin, by working at 10 
mK. We are doing things which involve particle, nuclear, astro, low-temperature 
and material physics in a very nontrivial way. I think this illustrates the lesson 
that the Institute is planning to be dedicated to: namely, that science is organized 
around problems, specific problems—not around pre-existing frameworks—and to 
speak the language of the problem, we do whatever is necessary.

Note added 6/26/87: On looking over the preceding text, its origin as a tran
script of an informal talk is all to apparent; nevertheless, I have done only minimal 
editing. Perhaps the rough style is not inappropriate to the unfinished state of the 
problems discussed.

I would like to add two brief remarks on developments in the interim. The idea 
of automatic abstraction of patterns from an ensemble of examples has been at the 
heart of research on leanring in neural nets. Some particularly impressive demon
strations of this approach are due to Rumelhart, Sejnowski, and their collaborators.

The idea of bulk cryogenic detectors, our Example, is being vigorously pursued 
by over a dozen groups around the world. The motivations for these efforts include 
not only neutrino detection, but also x-ray astronomy and-most remarkably-the 
detection of the cosmological “dark matter.”
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Complex Systems Theory1

Some approaches to the study of complex systems are outlined. They are en
compassed by an emerging field of science concerned with the general analysis of 
complexity.

Throughout the natural and artificial world, one observes phenomena of great 
complexity. Yet research in physics and to some extent biology and other fields 
has shown that the basic components of many systems are quite simple. It is now a 
crucial problem for many areas of science to elucidate the mathematical mechanisms 
by which large numbers of such simple components, acting together, can produce 
behaviour of the great complexity observed. One hopes that it will be possible to 
formulate universal laws that describe such complexity.

The second law of thermodynamics is an example of a general principle that 
governs the overall behaviour of many systems. It implies that initial order is pro
gressively degraded as a system evolves, so that in the end a state of maximal 
disorder and maximal entropy is reached. Many natural systems exhibit such be
haviour. But there are also many systems that exhibit quite opposite behaviour,

1 Based on a talk presented at a workshop on “A response to the challenge of emerging syntheses 
in science,” held in Santa Fe, NM (October 6-7, 1984). Revised January, 1985.
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transforming initial simplicity or disorder into great complexity. Many physical phe
nomena, among them dendritic crystal growth and fluid turbulence are of this kind. 
Biology provides the most extreme examples of such self-organization.

The approach that I have taken over the last couple of years is to study math
ematical models that are as simple as possible in formulation, yet which appear to 
capture the essential features of complexity generation. My hope is that laws found 
to govern these particular systems will be sufficiently general to be applicable to a 
wide range of actual natural systems.

The systems that I have studied are known as cellular automata. In the simplest 
case, a cellular automaton consists of a line of sites. Each site carries a value 0 or 1. 
The configurations of the system are thus sequences of zeroes and ones. They evolve 
in a series of time steps. At each step, the value of each site is updated according 
to a specific rule. The rule depends on the value of a site, and the values of, say, its 
two nearest neighbors. So, for example, the rule might be that the new site value 
is given by the sum of the old value of the site and its nearest neighbours, reduced 
modulo two (i.e., the remainder after division of the sum by two).

Even though the construction of cellular automata is very simple, their be
haviour can be very complicated. And, as a consequence, their analysis can be 
correspondingly difficult. In fact, there are reasons of principle to expect that there 
are no general methods that can universally be applied.

The first step in studying cellular automata is to simulate them, and see explic
itly how they behave. Figure 1 shows some examples of cellular automata evolving 
from simple seeds. In each picture, the cellular automaton starts on the top line from 
an initial state in which all the sites have value zero, except for one site in the mid
dle, which has value one. Then successive lines down the page are calculated from 
the lines above by applying the cellular automaton rule at each site. Figure 1(a) 
shows one kind of pattern that can be generated by this procedure. Even though 
the rule is very simple ( it can be stated in just one sentence, or a simple formula),

FIGURE 1 Patterns generated by evolution according to simple one-dimensional cel
lular automaton rules from simple initial conditions.
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and the initial seed is likewise simple, the pattern produced is quite complicated. 
Nevertheless, it exhibits very definite regularities. In particular, it is self-similar or 
fractal, in the sense that parts of it, when magnified, are similar to the whole.

Figure 2 illustrates the application of a cellular automaton like the one in 
figure 1(a) to the study of a natural phenomenon: the growth of dendritic crystals, 
such as snowflakes (as investigated by Norman Packard). The cellular automaton 
of figure 1(a) is generalized to be on a planar hexagonal grid, rather than a line. 
Then a cellular automaton rule is devised to reproduce the microscopic properties 
of solidification. A set of partial differential equations provide a rather complete 
model for solidification. But to study the overall patterns of growth produced, 
one can use a model that includes only some specific features of the microscopic 
dynamics. The most significant feature is that a planar interface is unstable, and 
produces protrusions with some characteristic length scale. The sizes of the sites in 
the cellular automaton correspond to this length scale. The sizes of the sites in the 
cellular automaton correspond to this length scale, and the rules that govern their 
evolution incorporate the instability. With this simple caricature of the microscopic 
laws, one obtains patterns apparently very similar to those seen in actual snowflakes. 
It remains to carry out an actual experiment to find out whether the model indeed 
reproduces all the details of snowflakes.

Figure 1(b) shows a further example of a pattern generated by cellular automa
ton evolution from simple initial seeds. It illustrates a remarkable phenomenon: 
even though the seed and the cellular automaton rules are very simple, the pattern 
produced is very complicated. The specification of the seed and cellular automaton 
rule requires little information. But the pattern produced shows few simplifying 
features, and looks as if it could only be described by giving a large amount of 
information, explicitly specifying its intricate structure.
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Figure 1 is a rather concrete example of the fact that simple rules can lead to 
very complicated behaviour. This fact has consequences for models and method
ologies in many areas of science. I suspect that the complexity observed in physical 
processes such as turbulent fluid flow is of much the same mathematical character 
as the complexity of the pattern in figure 1(b).

The phenomenon of figure 1 also has consequences for biology. It implies that 
complicated patterns of growth or pigmentation can arise from rather simple basic 
processes. In practice, however, more complicated processes may often be involved. 
In physics, it is a fair principle that the simplest model for any particular phe
nomenon is usually the right one. But in biology, accidents of history often invali
date this principle. It is only the improbability that very complicated arrangements 
have been reached by biological evolution which makes a criterion of simplicity at 
all relevant. And, in fact, it may no more be possible to understand the construction 
of a biological organism than a computer program: each is arranged to work, but 
a multitude of arbitrary choices is made in its construction.

The method of investigation exemplified by figures 1 and 2 is what may be called 
“experimental mathematics.” Mathematical rules are formulated, and then their 
consequences are observed. Such experiments have only recently become feasible, 
through the advent of interactive computing. They have made a new approach to 
science possible.

Through computers, many complex systems are for the first time becoming 
amenable to scientific investigation. The revolution associated with the introduc
tion of computers in science may well be a fundamental as, say, the revolution in 
biology associated with the introduction of the telescope. But the revolution is just 
beginning. And most of the very easy questions have yet to be answered, or even 
asked. Like many other aspects of computing, the analysis of complex systems by 
computer is an area where so little is known that there is no formal training that 
is of much advantage. The field is in the exciting stage that anyone, whether a 
certified scientist or not, can potentially contribute.

Based on my observations from computer experiments such as those of figure 
1, I have started to formulate a mathematical theory of cellular automata. I have 
had to use ideas and methods from many different fields. The two most fruitful so 
far are dynamical systems theory and the theory of computation.

Dynamical systems theory was developed to describe the global properties of 
solutions to differential equations. Cellular automata can be thought of as discrete 
idealizations of partial differential equations, and studied using dynamical systems 
theory. The basic method is to consider the evolution of cellular automata from 
all its possible initial states, not just, say, those consisting of a simple seed, as in 
figure 1. Figure 3 shows examples of patterns produced by the evolution of cellular 
automata with typical initial states, in which the value of each site is chosen at 
random. Even though the initial states are disordered, the systems organizing itself 
through its dynamical evolution, spontaneously generating complicated patterns. 
Four basic classes of behaviour are found, illustrated by the four parts of figure 3.
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FIGURE 3 Four classes of behaviour found in evolution of one-dimensional cellular 
automata from disordered initial states.

The first three are analogous to the fixed points, limit cycles and strange attractors 
found in differential equations and other dynamical systems. They can be studied 
using quantities from dynamical systems theory such as entropy (which measures 
the information content of the patterns), and Lyapunov exponents (which measure 
the instability, or rate of information propagation).

Cellular automata can not only be simulated by computers: they can also be 
considered as computer in their own right, processing the information corresponding 
to their configurations. The initial state for a cellular automaton is a sequence of 
digits, say, ones and zeroes. It is directly analogous to the sequence of digits that 
appears in the memory of a standard digital electronic computer. In both cases, the 
sequences of digits are then processed according to some definite rules: in the first 
case the cellular automaton rules, and in the second cases the instructions of the 
computer’s central processing unit. Finally, some new sequence of digits is produced 
that can be considered as the result or output of the computation.

Different cellular automata carry out computations with different levels of com
plexity. Some cellular automata, of which figure 3(d) is probably an example, are 
capable of computations as sophisticated as any standard digital computer. They 
cian act as universal computers, capable of carrying out any finite computation, 
or of performing arbitrary information processing. The propagating structures in 
figure 3(d) are like signals, interacting according to particular logical rules.
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If cellular automata such as the one in figure 3(d) can act as universal comput
ers, then they are in a sense capable of the most complicated conceivable behaviour. 
Even though their basic structure is simple, their overall behaviour can be as com
plex as in any system.

This complexity implies limitations of principle on analyses which can be made 
of such systems. One way to find out how a system behaves in particular circum
stances is always to simulate each step in its evolution explicitly. One may ask 
whether there can be a better way. Any procedure for predicting the behaviour of a 
system can be considered as an algorithm, to be carried out using a computer. For 
the prediction to be effective, it must short cut the volution of the system itself. To 
do this, it must perform a computation that is more sophisticated than the system 
itself is capable of. But, if the system itself can act as a universal computer, then 
this is impossible. The behaviour of the system can, thus, be found effectively only 
by explicit simulation. No computational short cut is possible. The system must be 
considered “computationally irreducible.”

Theoretical physics has conventionally been concerned with systems that are 
computationally reducible and amenable, for example, to exact solution by analyt
ical methods. But I suspect that many of the systems for which no exact solutions 
are now known are, in fact, computationally irreducible. As a consequence, at least 
some aspects of their behaviour, quite possibly including many of the interesting 
ones, can be worked out only through explicit simulation or observation. Many 
asymptotic questions about their infinite time behaviour, thus, cannot be answered 
by any finite computations, and are thus formally undecidable.

In biology, computational irreducibility is probably even more generic than 
in physics and, as a result, it may be even more difficult to apply conventional 
theoretical methods in biology than in physics. The development of an organism 
from its genetic code may well be a computational irreducible process. Effectively 
the only way to find out the overall characteristics of the organism may be to 
grow it explicitly. This would make large-scale computer-aided design of biological 
organisms, or “biological engineering,” effectively impossible: only explicit search 
methods analogous to Darwinian evolution could be used.

Complex systems theory is a new and rapidly developing field. Much remains to 
be done. The ideas and principles that have already been proposed must be studied 
in a multitude of actual examples. And new principles must be sought.

Complex systems theory cuts across the boundaries between conventional scien
tific disciplines. It makes use of ideas, methods and examples from many disparate 
fields. And its results should be widely applicable to a great variety of scientific and 
engineering problems.

Complex systems theory is now gaining momentum, and is beginning to develop 
into a scientific discipline in its own right. I suspect that the sociology of this process 
is crucial to the future vitality and success of the field. Several previous initiatives 
in the direction of complex systems theory made in the past have failed to develop 
their potential for largely sociological reasons. One example is cybernetics, in which 
the detailed mathematical results of control theory came to dominate the field, 
obscuring the original, more general goals. One of the disappointments in complex



Complex Systems Theory 1 8 9

systems theory so far is that the approaches and content of most of the papers 
that appear, reflect rather closely the training and background of their authors. 
Only time will ultimately tell the fate of complex systems theory. But as of now 
the future looks bright.
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Mathematics and the Sciences

One of the most striking features of the development of fundamental theory 
in the sciences during the past decade has been the convergence of its focal in
terests with major themes in mathematical research. Mathematical concepts and 
tools which have arisen in an apparently autonomous way in relatively recent re
search have turned out to be important as major components of the description 
of nature. At the same time, this use of novel mathematical tools in the sciences 
has reacted back upon the development of mathematical subject matter having no 
obvious connection with the scientific subject matter to yield new and surprising 
mathematical consequences. It is this theme of strong reciprocal interaction which 
I propose to present in the present discussion. We must ask why this has been so, 
whether this kind of interaction is a major trend that will continue in a serious way 
into the foreseeable future and, if so, what the consequences will be for the future 
development of mathematics and the sciences.
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SECTION I: MATHEMATICS AND THE NATURAL SCIENCES
Let us begin our analysis by examining the different ways in which novel and rel
atively sophisticated mathematical tools have been applied in recent scientific de
velopments. We may classify them into five relatively broad modes of attack.

1. THE USE OF SOPHISTICATED MATHEMATICAL CONCEPTS IN THE 
FORMULATION OF NEW BASIC PHYSICAL THEORIES ON THE MOST 
FUNDAMENTAL LEVEL. At the present moment, this takes the form of the 
superstring theory which has as its objective the total unification of all the basic 
physical forces and interactions: electromagnetic, weak, strong, and gravitational. 
This new phase of physical theory which is the culmination of the earlier devel
opment of gauge field theories and of theories of supersymmetry exhibits the use 
of a wide variety of relatively new mathematical tools developed in the past two 
decades such as Kac-Moody algebras and their representations, the existence of 
Einstein metrics on compact Kahlerian manifolds satisfying simple topological re
strictions, and representations of exceptional Lie groups. The body of techniques 
and mathematical arguments embodied here includes the theory of Lie groups and 
algebras, their generalizations, and their representation theory, differential geome
try in its modern global form in terms of vector bundles, the study of the existence 
of solutions of on manifolds of highly nonlinear, partial differential equations, dif
ferential and algebraic topology, and the whole melange of analysis, algebra and 
geometry on manifolds which has been called global analysis. The implementation 
of this program involves still other major directions of mathematical research, most 
particularly problems in algebraic geometry.

A similar pattern of the use of sophisticated mathematical tools in the develop
ment of fundamental physical theories appeared earlier in the context of the study 
of instantons in gauge field theories, and of the study of singularities in the equa
tions of general relativity in connection with black holes. What must be strongly 
emphasized in all these cases is that the role assumed by sophisticated mathematics 
was not the result of a willful act by either physicists or mathematicians, but of 
the intrinsic necessities of the development of the physical theory. Physicists, no 
matter how sophisticated mathematically they may be, are not free ad libitum to 
chose the mathematical tools they wish to use. Certainly the mathematicians have 
no power to prescribe such uses to the physicists. We are very far from the decades 
after the Second World War when it was a commonplace among physicists that all 
the mathematics they would ever need had been completely worked out (at least 
as far as the involvement of research mathematicians was concerned) by the time 
of the First World War. It is the radical transformation of fundamental physics in 
the past decades that has caused the disappearance of this commonplace, and not 
any basic transformation in the sociology of the relations between physicists and 
mathematicians.

2. A FOCAL INTEREST ON THE COMPLEX MATHEMATICAL CONSE
QUENCES OF SIMPLE PHYSICAL LAWS. One sees major examples of this trend 
in the modelling of turbulence in terms of bifurcation, of the asymptotic properties
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of differential equations and iteration of simple nonlinear transformations (Hopf bi
furcation, the Lorenz equation, strange attractors, and Feigenbaum cascades). Very 
simple causal mechanics can be shown to lead to disorderly regimes (chaos), but in 
relatively simple and classifiable forms. An historically earlier example of an attack 
on turbulence in the 1930’s to 1950’s used models in terms of stochastic processes 
where disorder was directly injected into the premises of the theory. Another cur
rent example is the use of fractal models (self-similarity under changes of scale, 
fractional Hausdorff dimensions) to describe complex phenomena in the study of 
materials

3. MATHEMATICAL MODELS OF PATTERN FORMATION AND SYM
METRY BREAKING AS PARADIGMS FOR STRUCTURED SYSTEMS DE
VELOPING OUT OF APPARENTLY UNSTRUCTURED REGIMES. We might 
think of this mode of attack (which goes back to a paper of Turing in 1952) as 
the converse of (2). Stable structures are seen to arise from mathematical models 
of differential equations or stochastic games of an apparently structureless nature 
in the presence of noise and possible disorder. The most striking paradigm is the 
oscillating chemical reaction of the Belousov-Zhabotinskii type. The objective here 
is to eventually model phenomena in such areas as developmental biology and brain 
function.

4. SOLITON THEORIES, INVOLVING THE EXISTENCE IN NONLINEAR 
DIFFERENTIAL EQUATIONS OF STABLE STRUCTURES (SOLITONS) A- 
RISING FROM COMPLETE INTEGRABILITY. The now classical paradigm is 
the Korteweg-De Vries equation of shallow wave theory, rediscovered by M. Kruskal 
and his collaborators in the late 1950’s after an earlier partial rediscovery in com
puter experiments by Fermi-Pasta-Ulam. New models of a similar kind have been 
found and extensively analysed as a possible way of describing a broad range of 
physical and engineering phenomena.

5. THE FELT NEED TO DEVELOP A USABLE AND FRUITFUL MATH
EMATICAL THEORY OF COMPLEX SYSTEMS WHOSE ELEMENTS MIGHT 
WELL BUT WHOSE COMPLEXITY ARISES FROM THE INTERACTION OF 
THESE ELEMENTS, WHETHER LINEAR OR NONLINEAR, LOCAL OR 
GLOBAL. It is abundantly clear that every mode of analysis in science or in prac
tice will eventually get to the stage where this theme is dominant, and in most cases 
sooner rather than later. Topics (2), (3), and (4) are simply some of the currently 
active sub-themes of the overall theme of complexity in the presence sense.

Having presented this very summary description of major thematic components 
in present-day scientific investigations in which mathematical tools of a relatively 
sophisticated kind are being applied, we may ask whether this is really a new 
situation. A careful answer to this question demands another kind of analysis with 
a historical and philosophical focus which we present in the latter part of the present 
paper.
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SECTION II. MATHEMATICS AND THE COMPUTER
The observant reader will already be aware that in the description presented in 
Section I of the mathematical component of important themes in contemporary 
scientific research, no explicit mention was made of the high-speed digital computer, 
one of the most conspicuous objects of our age. In the context of the present kind 
of discussion, this might seem to many like a performance of Hamlet without the 
Noble Dane. Yet we must, in fact, segregate the discussion of the computer and its 
interrelation with the development of contemporary mathematics, both because of 
its important and distinctive role and because of the prevalence and intensity of 
myths in this domain which confuse and disable realistic assessment of the situation.

We are all very conscious of the decisive role of the high-speed digital computer 
as one of the decisive facts of the present epoch and as far as we can see into the 
foreseeable future. We all know of the tremendous impact it has already had, which 
promises to be even more accentuated in the future, on the structure of all processes 
in the world industrial society which depend on calculation, communication and 
control. In practice, this excludes very few domains of human existence in modern 
society, whether technological, economic, social, political, or military. There is no 
reason to believe that the sciences or mathematics can be immune from this kind of 
impact; indeed, the scope and nature of scientific and mathematical instrumentation 
and practice in our society have already been radically changed by the existence 
of high-speed digital computation and its continual decrease in cost during recent 
decades. I have deliberately used the unusual phrase mathematical instrumentation 
to point up the fact which is radically new that such a phenomenon now exists and 
is an important component of our present-day situation.

At the same time, while we are all conscious of the importance of the digi
tal computer (sometimes to the point of hysteria) and indeed are inundated with 
advertising hype from the most diverse quarters about all the wonders that super
computers will do for us, many are much less conscious of what is ultimately an 
even more important fact: the computer is as much a problem as it is a tool. We 
must understand the nature and limitations of this most powerful of all human 
tools. It is important to know what cannot be computed and the dangers of what 
can be mis-computed.

This can be seen most plainly and with the least equivocation in the context 
of mathematical and scientific practice. Perhaps the most significant use of the 
computer in this context is as an experimental tool, sometimes even displacing 
the laboratory experiment altogether. One translates a scientific or mathematical 
problem into a simpler mathematical model, and then uses the computational power 
of the computer to study particular cases of the general model. This has turned out 
to be a very useful approach on many occasions, particularly when the conditions for 
experiment in the usual sense or of precise calculation become impossibly difficult. 
The mystique of such practices has grown to such an extent that some speak of 
replacing Nature, an analog computer, by a newer and better model of a digitalized 
nature.
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The drawbacks and dangers of such practices, without a background of thor
ough critical analysis, are equally clear. We must ask about the adequacy of the 
model, about the accuracy (not to say the meaningfulness) of the computational 
process, and, last but not least, about the representative character of the particular 
cases which one computes. Without serious cross-checks on all these factors, we are 
left with still another case of the zeroth law of the computer: garbage in, garbage 
out. This is particularly the case because of one major circumstance in very serious 
scientific and mathematical problems: they cannot be solved by computation as 
they stand. One replaces them by manageable problems, and the validity of the re
placement is precisely the crucial question. It is the importance of this question that 
has led to ironical comments on the adjective scientific in the currently fashionable 
emphasis on programs for scientific computation on supercomputers.

A critical approach to such questions is by no means equivalent to any sort of 
advocacy of neglecting the computer as a tool in science and mathematics, not to 
speak of its other and even more important domains of application in society at 
large. It does point up a sometimes neglected fact: the computer is a difficult tool, 
and its use‘must be studied and refined. Computers are brute force instruments; 
their effective use depends vitally on human insight and ingenuity. Computers yield 
no insights by themselves, and their effective use depends upon the skill and insight 
of those who program them.

The thrust of these remarks is to put forward in a sharp way, the importance 
of the intellectual arts and insights which are and can be connected with the dig
ital computer and its uses. These intellectual arts (organized under various labels, 
most commonly computer science) have a very vital relation to the mathemati
cal enterprise. They constitute a specialized and different way of applying classical 
mathematical ideas and techniques with radically new purposes in mind. Their 
vitality, both intellectual and practical, depends in a very essential way upon a 
continuing contact with the central body of mathematical activity.

There is an interesting and slightly ironical aspect to this relationship of com
puter science with the central body of mathematics which has occasioned a great 
deal of discussion in recent years. Since the Scientific Revolution of the 17th century 
which laid down the original outline of the viewpoint of modern physical science, 
there has been a tendency among mathematicians and physical scientists to see a 
dichotomy within mathematics between two kinds of mathematics, that kind which 
is applicable to the uses of modelling and calculation in physical situations and 
another kind which is not applicable. The rules for this break-up have changed 
over the years, as we emphasized in Section I, with an ever-increasing diversity of 
mathematical themes and theories falling into the first class. Even so, the stereo
type tends to persist, and some areas of active mathematical research like algebraic 
number theory (and the related area of algebraic geometry of characteristic p) or 
mathematical logic tend to be relegated to the second class. Yet it is precisely 
these areas, grouped together with various forms of combinatorics under the gen
eral label of discrete mathematics, which have turned out to be of the most vital 
significance in major areas of advance in computer science. The basic theoretical 
framework of computer science and the development of the study of complexity
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of computation rest upon the foundation of mathematical logic. The development 
of algorithms depends essentially upon combinatorics, number theory, and most 
recently on probabilistic models of a combinatorial type. The very practical area 
of coding and of cryptology, computer encryptation and deciphrement, is vitally 
dependent upon sharp results in number theory and algebraic number theory.

Since computer science is a new and extremely vital branch of the sciences, 
we cannot wave away the scientific relevance of these branches of mathematics. 
Some devotees of this new wave of mathematical relevance have gone even fur
ther. Programs of mathematical instruction on the college level have usually begun 
with differential and integral calculus in the last fifty years, because the differential 
and integral calculus is the mathematical language and elementary underpinning of 
classical physics. The proponents of discrete mathematics suggest today that cal
culus should be replaced by a new course on this level, centering on combinatorics 
and number theory. New courses in so-called applied mathematics are being orga
nized in undergraduate colleges throughout the country based upon a combination 
of discrete mathematics, the basics of computer programming, and a sprinkling of 
elementary statistics. It has yet to be proved that such courses can be taught as 
an adequate substitute for the more familiar basic curriculum, but the existence of 
this movement can be regarded as another symptom of the changing relations of 
mathematics to its potential domains of application and relevance.

As the tone of my last remarks would indicate, I regard the effort to produce 
a programmatic dichotomy between the discrete and the continuous to be a snare 
and a delusion, along with other systematic efforts to oppose the natural sciences 
to the “artificial” sciences. Human art and artifice are part of all the sciences, as 
is the confrontation with the objective realities beyond human will and control 
that we personify under the figure of Nature. Indeed, I should like to make the 
case that the computer science in its necessary advance, seen today under such 
perspectives as parallel processing, artificial intelligence and expert systems, and 
the whole family of problems subsumed under the label of computer systems and 
structure, is another subclass of the more general perspective that we described in 
Section I under the label complexity o f organization.

SECTION III. THE CORE OF MATHEMATICS
There is a danger and an illusion in any form of discussion of the role of mathemat
ics that emphasizes as I have done the active participation of new mathematical 
concepts and tools in the development of other scientific disciplines. Despite the 
strong emphasis on the newf it is far too easy to use such a description as a pre
scription that the appropriate role of mathematicians as such in the future is simply 
to facilitate the interactions that I have described. In my view, such a prescription 
would be a recipe for a massive failure, not only from the point of view of the
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development of mathematics itself, but from the point of view of the sciences. Pre
scriptions of this kind are based upon the unconscious principle that creativity and 
newness in conceptual advance are always a matter of the past (or at best of the 
relatively recent past). The autonomy of mathematical research, in the sense of 
its freedom from any strong dependence upon the current processes of research in 
other disciplines and upon their rhythym of activity, has been one of the principal 
components of its creativity. This has been the case through the whole lengthy 
history of mathematics going back to the Greeks. One of the obvious, common 
sense reasons why such autonomous mathematical creativity is important for the 
sciences is that, when the advance of scientific understanding needs mathematical 
concepts, theories, or methods of calculation and argument, it is very important 
and sometimes essential that they should already have been developed in a reason
ably usable form. There is a sort of idle tribal vanity (derived from an even sillier 
form of personal vanity) that one group of scientific practitioners, the theorectical 
physicists, for example, could easily do the work of another group, the mathemati
cians, for example, better than the latter. The validity of such assumptions might 
be debated (if one had nothing better to do), but not the validity of another cru
cial point: whoever does the job is working as a mathematician and has to face 
the difficulties of solving mathematical problems. Once the problems are solved, 
the solutions can be digested and turned to new uses in other contexts. Yet the 
new mathematics involved (concepts, solutions, theorems, algorithms, proofs, and 
calculations), if it is genuinely new, must be created by someone, and whoever does 
the job is a mathematician by the definition of the latter term. The task of the 
practitioner of another scientific discipline with respect to mathematics is to use 
it to understand and analyse the subject matter of that discipline, to see through 
the mathematics to the structure of his own subject matter. From the fact that 
the mathematics from the latter point of view ought to be transparent, one cannot 
draw the false (though occasionally fashionable) conclusion that the mathematics 
does not exist and needs no process of development in its own right.

It may seem like a paradox to some that I should introduce this strong af
firmation of the essential autonomy of mathematics into a paper devoted to the 
central theme of the interaction of mathematics and the sciences. This paradox 
is superficial. Any affirmation of interaction is only significant if the two sides of 
the interaction have a full-fledged separate existence and meaningfulness. In par
ticular, we must affirm a central autonomous core of meaning in the mathematical 
enterprise if our thesis of strong interaction is to have its full significance.

What is this core meaning? I shall give a number of related answers in the 
form of programmatic definitions of mathematics. Each of these definitions points 
to important characteristics of mathematical practice, and each program leads to a 
slightly different perspective on that practice. It would take me too far afield in the 
present discussion to describe the interrelation of these perspectives and the tension 
between them. Suffice it to say that I am among those who believe in an essential 
unity of mathematics, though rejecting some of the dogmatic and over-simplified 
programs for achieving that unity by putting mathematics in a Procrustean bed 
and cutting off some of its limbs.
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1. Mathematics is the science of significant forms of order and relation.
2. Mathematics is the science of the structure of possible worlds.
3. Mathematics is the science of infinity.
4. Mathematics is the science of the structure of complex systems.
5. Mathematics is the study of the modelling of reality in symbolic form.

Each of these definitions taken by itself is a deep truth in the sense of Niels Bohr; 
its negation is also a deep truth. Taken jointly, they give us a reasonable general 
perspective on the broad range of mathematics since the Renaissance. (Definitions 
1 and 2 are due to Descartes and Leibniz, combined under the term mathesis, 
while Definition 3 which was  originated by Leibniz was revived in modern times by 
Poincare and Weyl.)

As I remarked earlier, mathematical research in its autonomous forms is an 
enterprise of great vitality in the present-day world (though somewhat invisible 
to most outsiders). As I stressed in the Introduction, despite its fundamental au
tonomy, the enterprise of front-line mathematical research has had a very strong 
interaction in the last two decades with various forms of advance in the sciences. 
For the purposes of the present discussion, in order to go beyond what was said in 
Sections 1 and 2 above, I present two kinds of evidence.

The first kind of evidence consists of taking a conventional breakdown of the 
principal active branches of contemporary mathematical research and inquiring in 
general terms whether these branches have interactions of the type described with 
the sciences. In the table of organization for the next International Congress of 
Mathematicians (to be held in Berkeley, California in the Summer of 1986), we 
have such a breakdown in the division of the Congress into 19 sections, namely

1. Mathematical logic and foundations
2. Algebra
3. Number theory
4. Geometry
5. Topology
6. Algebraic geometry
7. Complex analysis
8. Lie groups and representations
9. Real and functional analysis

10. Probability and mathematical statistics
11. Partial and differential equations
12. Ordinary differential equations and dynamical systems
13. Mathematical physics
14. Numberical methods and computing
15. Discrete mathematics and combinatorics
16. Mathematical aspects of computer science
17. Applications of mathematics to non-physical sciences
18. History of mathematics
19. Teaching of mathematics
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Of these sections, (10), (13), (14), (16), and (17) by their definition relate 
directly to the sciences or to technology, while (18) and (19), of course, are not 
fields of mathematical research as such. A detailed analysis would reveal that the 
twelve other areas all relate in a strongly significant way either to the physical 
sciences or to computer science (or possibly to both). Thus, (1), (2), (3), and (15) 
have very strong interactions with the computer science side while the remainder, 
(4), (5), (6), (7), (8), (9), (11), and (12), bear as strongly upon the physical sciences.

The validity of this kind of analysis is best attested by those who fail to sym
pathize with it. As one such witness, I may cite the French mathematician Jean 
Dieudonne (one of the retired elder statemen of the Bourbaki group) who in a 
recent book surveying mathematical research in recent times under the title “Pa- 
narome des Mathematiques Pures. Le Choix Bourbachique,” in each section gives 
a rather patronizing short squib (usually of a few lines) under the title “Rapports 
avec les Sciences de la Nature.” In the first edition in French (1977), he was happy 
to announce of his favorite subject, algebraic geometry, that it has no relations 
with the natural sciences for the moment. That moment must soon have passed, or 
perhaps a better-informed reader had gotten in touch with him, for in the English 
edition (1982), the exemption is lifted and he remarks that algebraic geometry has 
interesting applications, both in the study of the Yang-Mills equations and in the 
theory of the Korteqeg-De Vries equation. (Of earlier examples, he says nothing.)

This last example, the study of the soliton theory of the Korteweg-De Vries 
equation in the periodic case, is actually an important illustration of the reverse 
process. The applications of algebraic geometry and complex analysis to the study 
of the Kortweg-De Vries equation under periodic boundary conditions not only 
contributed to the understanding of the physical model involved, but reacted back 
on the disciplines involved. New ideas and methods in both mathematical disci
plines arose from this interaction, resulting in the solution of classical problems 
in algebraic geometry and function theory. In an even more striking case, it was 
observed by the young Oxford mathematician Simon Donaldson that, if one com
bined the mathematical techniques developed for the study of the mathematical 
theory of gauge fields by Schoen and Uhlenbeck with the penetrating geometrical 
attack upon the structure of four-dimensional manifolds of Michael Freedman, one 
could obtain a new and totally surprising geometrical result in four dimensions. 
The result in question asserts that unlike Euclidean spaces in every other dimen
sion, four-dimensional Euclidean space possesses two systems of coordinates which 
are fundamentally different from one another.

These two cases illustrate a possibility turned into a current reality, that the 
strong mathematical attack upon mathematical problems raised in the context of 
development of research in the natural or even the social sciences can provide the 
occasion and stimulus for major conceptual advances in mathematics itself.
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SECTION IV: PERSPECTIVES AND INSTITUTIONS
To close this essay, let me turn to the questions I posed at the beginning concerning 
the future relations of mathematics and the sciences, and try to relate these to the 
institutional context within which the various disciplines are pursued. In answering 
such questions, we may recall another well-known saying of Niels Bohr: prediction 
is difficult, especially of the future. Attempts to predict the future are indeed hy
potheses about the past and present. I shall formulate such a hypothesis which we 
might check for coherence and accuracy against the past and present, and try to 
gauge its consequences for the future.

Let me begin with the distant past, with the beginning of the sciences in the 
civilization of the ancient Greeks. It was there that the concept of science as a self- 
conscious structuring of objective lawful knowledge of the world (or more strictly 
of the hidden processes of the world) first arose, and it was from the ancient Greeks 
that modern Western civilization inherited this concept as a distinctive heritage. 
Though the Greeks investigated the full range of their experience, their achieve
ment in creating scientific knowledge that we continue to recognize as such was 
primarily in the mathematical sciences, in mathematics itself and in such highly 
mathematical disciplines as mathematical planetary astronomy, musical theory, and 
the mathematical treatment of statics. The Greeks created a highly perfected form 
of sophisticated mathematical theory treating of whole number, geometry, ratio, and 
geometrical measure. In this theory, they perfected, as well, a fully mature concept 
of mathematical argument, of logical deduction. On the basis of these achievements, 
Plato might argue in his celebrated dialogue Timaeus for a mathematical myth of 
the cosmos and its formation on the basis of geometrical elements, while Aristotle 
could formulate the logical principles of deduction while rejecting the possibility of 
mathematical laws for the phenomena of terrestrial physics.

It is very fashionable to talk of scientific revolutions. On the most fundamental 
level, there has been only one scientific revolution, that of the 17th century in which 
modern science was formed. The concept of science which this century produced 
gave a description of the cosmos, the physical universe, in terms of the geometry 
of space and of numerical relations, a description which applied to both the skies 
and the earth. It saw this cosmos as a realm of objective lawful relations, devoid of 
human agency or affect. Reality was separated after Descartes into two completely 
distinct parts, the physical universe and a separate world of human consciousness 
and spirit. In this framework, it made total sense for human consciousness to try 
to determine the secrets of natural processes not by passive observation, but by 
transforming nature by experiment, putting it to the test of torture following the 
best judicial precepts of the age.

There was a mathematical counterpart of the new physical science, which served 
both as its precursor and principal tool. This was the mathematics of the new 
algebra and of the analytic movement of Vieta and Descartes, a mathematics which 
substituted calculation and manipulation of symbolic expressions for the deductive 
sophistication of the Greeks. It substituted the analysis of complex phenomena



Mathematics and the Sciences 201

into simple elements for the Greek synthetic transformation of simple axioms and 
principles into the complexities of deduced conclusions. In the 17th century, this 
new mathematics had two overwhelming triumphs: the creation of an analytical 
geometry through which the geometric structure of space could be transformed by 
coordinatization into the subject matter of algebraic analysis, and the invention 
of the great analytic engine of the differential and integral calculus by which the 
sophisticated and difficult arguments by exhaustion of Eudoxus and Archimedes for 
handling infinite processes were replaced by much simpler and more manageable 
algebraic formulae or calculi. This was the tool with which Newton built his great 
mathematical world-machine, the central paradigm for the scientific world pictures 
of all succeeding ages.

There are essentially two forms in which objective human knowledge can be 
formulated, in words and in mathematical forms. Aristotle opted for the first and 
created a systematic description of the world in which the subject-predicate form of 
the sentence was transformed into the pattern of the individual object or substance 
possessing a certain quality. From the 17th century on, modern science has rejected 
this form of description and replaced it by descriptions in various mathematical 
forms. These forms have altered as the stock of mathematical forms has increased 
and become richer and more sophisticated. The original forms were geometric, in 
the style of the Greeks. In the Renaissance, a new and more flexible concept of 
number, the “real” number in the present-day sense, came into being as the common 
measure of lengths, areas, volumes, masses, etc. without the precise distinction 
between these measures in terms of geometrical form to which the Greeks had held 
for their own very good intellectual reasons. In the ensuing development of algebra, 
new kinds of “number” appeared as the solutions of algebraic equations. Since they 
were not numbers in the old sense, some were called “imaginary” and mixtures of 
the two types were called “complex ” It was not until the end of the 18th century 
that these “complex” numbers were fully naturalized as members of the common 
sense mathematical realm by being identified in a simple way with the points of a 
Euclidean plane, the complex plane.

Since the 17th century, the enterprise of the scientific description of nature has 
continued to develop within this mathematical medium which was dimly foreshad
owed by Plato’s mathematical world-myth. As new scientific disciplines developed, 
they too entered the same framework of numerical relationship, geometrical form 
in space, and formulation of basic principles in mathematically expressed laws. As 
Kant put it in a well-known aphorism: “In every special doctrine of nature only 
so much science proper can be found as there is mathematics in it.” In the nearly 
four centuries that have elapsed since Galileo began the 17th century scientific rev
olution, the curious relationship of autonomy and mutual dependence between the 
natural sciences and mathematics has taken ever more complex and sophisticated 
forms. The mathematical medium in which the various sciences live has continued 
to develop and take on new shapes. In the early 19th century, the intuitive concept 
of symmetry applied to the study of the roots of algebraic equations gave rise to the 
concept of group, which passing through the medium of its application to geometry 
and differential equations became in the 20th century the most essential building
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block of the fundamental description of the physical universe. The concept of space, 
enriched by the insights of Gauss and Riemann, gave rise to the richer geometri
cal concepts of Riemannian manifold and of curvature, through which the theory of 
general relativity of Einstein formulated. Through the analysis of integral equations 
and differential equations in the early 20th century, the concept of an infinite di
mensional vector space was born, and the especially rich concept of a Hilbert space 
and Hermitian operators on a Hilbert space with their spectral theory to serve as 
the eventual underpinning of the formal structure of quantum mechanics. These 
are three of the most important examples of a very broad phenomenon.

New concepts and theories arise in mathematical research through the pres
sure of the need to solve existing problems and to create intellectual tools through 
which already existing mathematical theories and structures can be analysed and 
understood. Once the new concepts and theories become established, they them
selves become the focus of intensive investigation of their own structure. The new 
is achieved through the medium of mathematical constructions, by which the new 
concepts and structures are given definite form. Though the imaginative process 
is free in some ultimate sense, its result once produced becomes a new objective 
realm of relationship of a determinate character. It is investigated by classical tools 
like deduction and calculation to establish its properties. This leads to new tech
nical problems, which may eventually demand new concepts and constructions for 
their solution. The jump of insight and imagination that leads to new mathemat
ical breakthroughs belies the stereotype of mathematical activity as an automatic 
machine-like process of mechanical application of formal rules. In its most extreme 
form, this emphasis upon the mathematical imagination is expressed in a classical 
anecdote about the great German mathematician David Hilbert of the earlier part 
of the 20th century who was celebrated both for his mathematical insight and his 
provocative modes of self-expression. He was asked about one of his former pupils 
who had disappeared from Gottingen. He replied that Herr X did not have enough 
imagination to become a good mathematician; he had become a poet instead.

Mathematical research, as a whole, balances the radical process of generation of 
new concepts and theories with the conservative tendency to maintain in existence 
all those domains, problems, and conceptual themes that once become established 
as foci of significant mathematical research. The balance between these two op
posing tendencies gives rise to the striking fact that at the same moment, one can 
find active research programs of apparently equal vitality bearing on themes, one 
of which is two thousand years old, while the other is only a few decades old. Yet 
the two-thousand-year-old problem might well be solved with tools and concepts 
of relatively recent vintage. Thus, the problems of the solution of algebraic equa
tions by whole numbers, Diophantine problems, go back to the book of Diophantus 
in the Hellenistic period in ancient Alexandria. A recent major breakthrough in 
Diophantine equations, the proof of the Mordell conjecture by the young German 
mathematician Faltings, asserts that the number of such solutions for each equa
tion of a rather general type must be finite. It is achieved with the application of a 
broad variety of recently created tools in modern abstract algebra, combined with 
delicate geometric arguments.
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The richer the repertoire of modern mathematical research, the broader the 
arsenal of concepts and tools available for the use of the mathematicized sciences. 
The difficulty lies in the problem of communication, of the scientific practitioners 
being able to penetrate through the difficulties of translation between the languages 
of different disciplines, of knowing what is relevant among what is available in terms 
of concept and technique.

As the concerns and principal foci of scientific interest move into domains ever 
further from the classical domains of theory and experience, the role of mathemat
ical ideas and techniques inevitably grows since they often provide the only tools 
by which one can probe further into the unknown. This is particularly true for 
domains involving complexity of organization or nonlinearity of interaction, which 
I have suggested above constitute the future front line of the major themes of sci
entific advance. Though they may become the subject-matter of major themes of 
scientific disciplines in their own right, I doubt that this will lead to the disappear
ance of professional differences between specialists in various disciplines in attacking 
these scientific problems. The difference between specialties has a positive function, 
as well as its negative consequences. Each specialist can rely upon the intellectual 
traditions and resources of his scientific specialty, and this applies with the greatest 
force to the mathematician. What we can ask for is a broader and more effective 
effort at communication among those concerned with common problems and an ac
tive interest in and sympathy with the thematic concerns of other specialties than 
one’s own.

It is this effort at communication and sympathetic interrelation that justifies 
efforts to construct new institutional forms that try to bridge classical disciplinary 
barriers. The present-day university with its usual kinds of departmental barriers 
often tends to frustrate communication and dissolve any sense of sympathetic in
terrelation. Tribal modes of thought in particular disciplines may lead those in one 
field to regard sympathy with or interest in other fields, particularly in students, as 
signs of incipient disciplinary treason. In my oral presentation, I cited three p a r tic 
ular cases of which I knew to illustrate this point in a sharp form, two involving 
other participants in the Workshop.

Institutes like the proposed Santa Fe Institute cannot by the nature and struc
ture of the present scientific world replace the fundamental role of the research uni
versities. They have another function, to serve as paradigms of alternative modes 
of organization and action. If successful, they will goad the conventional structure 
of the research universities into imitating them, and as the proverb goes, imitation 
is the sincerest form of flattery. The greatest danger to the continued thrust of 
scientific and mathematical discovery is the possibility that the institutions which 
house that thrust will become routinized and bureaucratized. Let us hope that the 
success of the efforts to create innovative new institutions will provide a meaningful 
countervailing thrust against the deadly threat of the strangulation of science by 
routine and bureaucracy.
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Applications of Mathematics to Theoretical 
Computer Science__________________

I am deeply flattered and at the same time overwhelmed to be invited to give a 
presentation on a topic of this scope to a group of such eminent scholars. I accepted 
this invitation not because I possess the qualifications to do justice to the task—I 
don’t—but out of great interest and respect for what you are trying to do. I have 
worked primarily in mathematical logic and the foundations of mathematics, and 
only secondarily in theoretical computer science. I will try to do the best I can 
under the circumstances.

What I have done is to list ten substantial areas of theoretical computer science 
in which either (a) sophisticated mathematical ideas and constructions have been 
used to obtain significant results, or (b) the conceptual framework is so closely 
related to that of an existing developed area in mathematics, that the computer 
science area can be viewed as almost a redirection of the mathematics area.

Let me describe these ten areas—Pm sure that many more could be discussed— 
as well as the allied areas of mathematics:
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1. ABSTRACT COMPLEXITY AND RECURSION THEORY.
Computational complexity theory is a theoretical study of what idealized com

puters can or cannot do, under various relevant restrictions of computing resources 
such as the amount of available time or space. Among the idealized models used 
in this area have been the “multitape Turing machines” and the “random access 
machines.” More recently, variants of these models involving parallel computation, 
idealized circuits, and probabilistic algorithms have been studied.

In abstract complexity, basic features of these models and their mutual re
lationships are studied, independently of how they apply to computing problems 
of special interest. The conceptual framework is closely akin to that of recursion 
theory, which is a branch of mathematical logic concerned with what idealized com
puters can or cannot do, independently of restrictions on computing resources. In 
fact, recursion theory originated in the 1930’s with the advent of these same Turing 
machines by Alan Turing.

The basic problems in abstract complexity are at this time extremely difficult 
mathematical problems with clear and attractive formulations. For instance, if an 
attribute can be tested by an algorithm whose space requirements are no more than 
a poly nominal function of the size of the object being tested, then can the attribute 
be tested by an algorithm whose time requirements are no more than a polynomial 
function of the size of the input? In order to answer such questions definitively, 
some powerful new mathematical techniques need to be developed.

2. CONCRETE COMPLEXITY AND MATHEMATICS.
Concrete complexity theory is the study of what idealized computers can or 

cannot do, subject to relevant limitations of resources, in the context of specific 
problems of special interest. Generally speaking, the results are cast in terms of the 
same models used in abstract complexity, but when positive results are obtained, the 
algorithms are often reassessed and modified to run efficiently on actual computers.

As an example, linear programming problem asks whether there is a vector 
subject to a given set of linear inequalities, and to find one if there is one. The 
classical Dantzig “simplex method” is quite efficient in practice, but very inefficient 
in theory. The Kachian “ellipsoid method” is quite efficient in theory, but turned 
out to be very inefficient in practice. Much sophisticated mathematics has gone into 
explaining this disparity between theory and practice, with some degree of success. 
Another chapter in this situation is unfolding with work of Karmarkar which gives 
another geometric algorithm which is efficient both in theory and practice.

A second example is that of primality testing—testing whether a number is 
prime. Efficient algorithms are known both from the standpoint of theory and 
practice. These algorithms rely heavily on classical number theory and some of 
them involve the Riemann zeta hypothesis.
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Concrete complexity is an entirely open-ended area touching virtually every 
area of mathematics. Essentially every area of mathematics is being restudied from 
the computational complexity point of view today.

3. AUTOMATA, FORMAL LANGUAGE THEORY, COMPILERS, 
SEMIGROUPS, AND FORMAL POWER SERIES.

The finite state automata are a very weak kind of abstract machine model which 
is a basic building block in the detailed construction of both abstract and actual 
computers. They are, however, the strongest kind of abstract machine model for 
which we have a reasonably complete structure theory. The semigroups from algebra 
are used to represent these automata. Methods in mathematics for decomposing 
semigroups lead to the decomposition of these automata into irreducible component 
machines from which all machines are built.

Formal language theory is an outgrowth of Chomsky’s work in linguistics. 
Chomsky’s categories are suitable in contexts far removed from natural language. 
Schutzenberger and others have developed a theory relating the context free lan
guages with a branch of algebra called formal power series.

Formal language theory has been an essential ingredient in the specification 
and construction of compilers.

4. PARALLEL ARCHITECTURES AND PERMUTATION 
GROUPS.

Almost all of today’s computers are based on the “Von Neumann architecture,” 
in which computation proceeds serially. Roughly speaking, at any given time some
thing is happening only at, at most, one location in the computer. General purpose 
computers based on parallel architectures are now feasible because of advances in 
hardware. Several of the architectures proposed are based on intriguing mathemat
ical schemes. One of them that has been developed by Jack Schwartz and others is 
the “shuffle exchange network.” A large number of components are linked in pairs 
like a deck of cards after a perfect shuffle. This creates, in effect, a permutation on 
the components which can be applied in the course of computation. The fruitfulness 
of the scheme relies on properties of the group of permutations on a finite set.

Modifications of this idea form the basis of the current ultra-computer project 
jointly run by IBM and NYU.
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5. PROGRAMMING LANGUAGES AND FORMAL SYSTEMS.
It is widely recognized that the principal programming languages—particularly 

the general purpose languages—leave much to be desired in that it is unexpectedly 
difficult and time consuming to write programs in them, debug them, and read and 
understand anyone else’s programs. John Backus, the developer of FORTRAN, has 
been insisting that radically new languages are required to solve this problem, and 
that the reliance on assignment and control statements are at the heart of the 
trouble. He has been advocating “functional programming languages” to meet this 
challenge. These languages are very close in syntax and semantics to the kind of 
formal systems encountered in mathematical logic. They have no assignment or 
control statements. The principal difficulty is, at present, the unacceptable loss of 
efficiency in the implementation of such languages as compared to that of the usual 
languages. Experience from logic in the construction of concise formal systems with 
clear semantics (admittedly in contexts other than computation) is expected to play 
a crucial role in the development of efficient functional programming languages.

6. AUTOMATIC THEOREM PROVING AND PROOF THEORY.
Automatic theorem proving in the sense of automatically developing proofs 

of interesting mathematical conjectures is a ridiculously over-ambitious goal that 
is commonly rejected today. However, the more modest goal of using automated 
deduction in conjunction with mathematicians is being pursued. In a very broad 
sense, this is already happening: the computer simulations of differential equations, 
exhaustive tests of cases in the proof of the four-color theorem, etc. In the strict 
sense, the most promising focus is on automated proof checking. Even in extremely 
detailed proofs, mathematicians will never fill in all the little routine details. It is up 
to the proof checker to fill in these gaps. The goal is to write increasingly powerful 
proof checkers that fill in increasingly larger gaps. The area is closely allied with 
program verification discussed below.

The whole conceptual framework and methodology of this area is virtually 
identical with parts of proof theory—a branch of mathematical logic. It really should 
be regarded as a branch of mathematical logic.

7. PROGRAM VERIFICATION AND PROOF THEORY.
The goal of program verification is to automatically check that a given program 

is correct, i.e., behaves in the manner intended. This area leans on automatic proof 
checking. The relevant approach to this depends on the features of the language
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used to write the to-be-verified programs. There is the problem of the formal spec
ification of the intention of a program, which is sometimes hard to resolve. Ideally, 
for suitable functional programming languages, the program verification problem 
should be relatively easy. The framework and methodology of this area is also closely 
related to parts of proof theory.

8. ROBOTICS AND ALGEBRA, GEOMETRY.
Profound applications of algebra and geometry are expected to basic problems 

of motion planning. For instance, Schwartz and Sharir have recently considered 
aspects of the “Piano Movers” problem: “that of finding a continuous motion which 
will take a given body or bodies from a given initial position to a desired final 
position, but which is subject to certain geometric constraints during the motion.” 
They make sophisticated use of variants of the work of the late logician Alfred 
Tarski on the quantified elementary theory of real numbers, and there are close 
connections with real algebraic geometry.

9. PROTOCOLS, SECURITY AND NUMBER THEORY.
One typical problem in this area is the following: suppose we all have identi

fication numbers known only to us and a giant computer in Washington. We wish 
to mail messages to this Washington computer by mail, and we want to sign the 
message in the sense that the computer will know the identification number of the 
person who sent the message. But we do not want our identification number re
vealed even if our message is intercepted; and we also do not want this message 
to be understood in the event of interception. Many of the proposed protocols for 
accomplishing this rely on clever observations from classical number theory, and 
involve the primality testing mentioned earlier. However, these schemes have never 
been satisfactorily proved to be secure. To do this, very difficult mathematical prob
lems have to be solved, such as the computational intractability of factorization of 
integers.

10. DATABASES AND MODEL THEORY.
The main problem in databases is how to maintain a potentially massive amount 

of data in such a way that information based on this stored data can be retrieved 
efficiently, and the data can be efficiently updated. A basic goal is to allow the
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user to make a relatively wide variety of inquiries. The main framework for dealing 
with these issues is virtually identical to that used in model theory, a branch of 
mathematical logic. Many of the theoretical problems in this area amount to asking 
for an (efficient) algorithm for deciding whether a sentence of a special form in 
ordinary predicate logic is valid. This has always been a standard kind of problem 
in model theory.

This ends my discussion of these selected ten areas.
Some of you yesterday asked what NP-completeness is. NP stands for “nonde- 

terministic polynomial time.” P stands for “deterministic polynomial time.”
A set E of strings from a finite alphabet is said to be in P if there is a de

terministic Turing machine which accepts exactly the strings in E, and does so in 
an amount of time that is bounded by a polynomial in the length of the string 
accepted. Deterministic Turing machines have an obvious genealization to nonde- 
terministic Turing machines, where in any state, reading any symbol, the program 
gives the machine a finite choice of actions to take. E is then said to be in NP if 
there is a non deterministic Turing machine which accepts exactly the strings in E, 
and does so in an amount of time that is bounded by a polynomial in the length of 
the string accepted. E is said to be NP-complete if every set in NP is polynomial 
time reducible to it. A massive number of interesting problems turn out to be NP- 
complete. The open problem is whether P = NP. If any one NP-complete problem 
is in P, then they all are, i.e., then P =  NP.

All of the concepts above are robust in that they are independent of the choice 
of the machine model (within reasonable limits).



M. P. SCHUTZENBERGER
University Paris VII

Linguistics and Computing

The disciplines of linguistics and computer science hold in common the dis
tinction of having to reason, at almost every step, on both SYMBOLS and the 
MEANING of these symbols. That is to say, they have to stay as close as pos
sible to the rigorously formalistic sciences and at the same time coast along the 
unfathomable abyss where thought is in danger of getting lost in examination of 
the meaning of reality and in discussion of intent.

Thus, from the first, computer science has had to face language problems, 
either within itself in the establishment of codes that allow communication with 
the machine, or in its translations into computer language or the classification of 
data. One of the most popular activities in the world of computing today has become 
the elaboration of the word-processing programs that are gradually replacing our 
secretaries.

I intend here first to sketch briefly a few historical landmarks in the development 
of these ideas, and then to give an account of some more recent research that I 
believe fits in with the aims of our gathering.

In the vast domain of linguistic resarch, phonetics and phonology are the only 
branches in which the study of SYMBOLS is sufficient in itself. In all others, it 
is necessary to provide initial guidelines so that the examination of meaning does 
not intrude on each and every step of reasoning. This is clearly the case in the 
important branch of classical philology and its recent developments in the grouping 
and filiation of the languages of the world.
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The basic method has been and remains the comparison of vocabularies. On 
the one hand, it is a purely formal study of the symbols which enable us to per
ceive that “pater” and “father” are very close in their sequence of phonemes. On 
the other hand, the fact that these words express the same relationship of consan
guinity, that they have the same meaning, requires nothing more than setting up 
a lexicon. To accomplish this task, it is sufficient to know the most rudimentary 
semantic equivalence, the same that any speaker acquainted with both languages 
can deliver instantaneously. Or if you prefer, this equivalence requires only a very 
small amount of information about the semantic content of the words under study. 
Thus, to establish a possible relationship between Turkish and Quechua (I take this 
tragicomic example intentionally), it is sufficient to have a dictionary of Turkish-X 
and Quechua-X, and it does not matter whether X is English, German, Spanish, or 
French. This is less trivial than it appears, for experience has shown that there is 
very little guarantee of the validity of translation from a Turkish text to a Quechua 
one if it is based on secondary translations of the texts in another language X. As 
soon as a more subtle meaning is required for the comparison, the central point 
is in grave danger of getting lost. Such examples abound, even among the highly 
ritualized languages that are in use at the UN.

On the other hand, in the matter of theorizing about or programming the 
syntax, linguists have slowly elaborated a system of concepts which enable us more 
or less to compare the grammar of a language Y with the grammar of a language 
Z in terms of the categories of a third language X. However, it is probable that 
the preliminary abstractions are debatable, for the arguments used to define such 
categories as a verb or an adjective do not in any way come from the previous 
universal formal logic, which would have to contain the ineffable reality of the 
vision man has of what action or quality is.

Syntax, style, modes of discourse, and so on, present so many more problems 
for the resolution of their meaning that I won’t even touch on them!

The language of computing started, as you all know, with the most elementary 
babble: destination orders. Fortran, the first symbolic language, was still quite el
ementary. And regardless of what my most enthusiastic computer colleagues say, 
all those who use computing machines know at their own expenses that not too 
much progress has been made. Except, of course, on the subject of grammar. It 
is curiously through the work of formal but traditional linguists (I mean Chom
sky and his school) that the model of an effective language has been developed to 
describe the language of programming. I repeat that this is valid for GRAMMAR 
only (computer experts call it “syntax”). As for semantics, more later.

There have been numerous applications of computing theory to linguistics. 
Everyone knows the unfortunate fate of automatic translation, in which so much 
research and talent was sunk without producing any real results, as the Pierce 
commission showed in its remarkable autopsy report. The same wave brought on 
the birth of what is known as quantitative linguistics. Besides the problems of 
copyright—where the advent of computers has enabled one to use in full statistical 
methods inconceivable without that tool—quantitative linguistics does not seem 
to have produced new or unexpected results. Could it be, as one of my friends
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says, that a quantitative computing vertigo has obnubilated the true interest in 
and knowledge of linguistics of those who venture to play with computers?

The work of M. Gross seems to be worth mentioning here, and I shall briefly 
summarize it as a transition to the description of some new avenues of research 
which I think are fruitful.

Gross set out to test on a real scale Chomsky’s theory of grammar, which orig
inally prescribed a language model capable of describing the grammatical accuracy 
of sentences with a formal system that included only a limited number of initial 
data. This very model, as I said above, has become the basis of the programming 
syntax. Its validity for natural languages, if one established it, would show that it 
is possible to isolate a level at which the study of signs is sufficient by itself, for the 
totality of references to meaning is included in the specific rules for each language.

Attempts at validation tried before Gross—for English, Hebrew, Turkish, and 
certain Amerindian languages—seemed rather convincing. However, they suffered 
from a defect, very frequently seen in the so-called applications of computer science: 
each and every specialist in the above-named languages had proceeded to examine 
only a very small fraction of their vocabulary.

Gross, a man trained at the tough school of “hard sciences,” undertook with 
the help of a computer to examine one language exhaustively, French. The result 
of his considerable labor was extremely surprising: every WORD in the French 
dictionary, or almost every word, requires a special rule, that is to say a specific 
and complex initial datum, even when all that is sought is only to guarantee the 
approximate grammatical correctness of sentences, without concern whether they 
have meaning or not. Furthermore, he was unable to find a reorganization that 
lightened the task of assembling the data base. In short, it is necessary to conclude 
that to establish a MINIMAL but somewhat COMPLETE French grammar requires 
such a huge initial mass of data, that its further use is rather futile, except, of course, 
for some subsidiary aspects (conjugations and such), the very same which are given 
by traditional grammars.

This, of course, is not specific to French. The techniques developed for that 
language have revealed the same phenomenon when applied to English, Spanish, 
Arabic, and others. A second phenomenon became apparent in the course of the 
investigation: the abundance of FIXED PHRASES and their role in the transmis
sion of meaning. Gross showed that, using a method of analysis of transformations 
due to Zellig Harris, those fixed phrases formed a new and important class of lin
guistic objects. They were what a physicist would call word complexes with high 
binding energy. These complexes play a qualitative role different from that of words 
or propositions.

The comparative studies being pursued actively today appear more promis
ing, for they could provide new means to ascertain the similarities and differences 
between natural languages. Such studies require the computational expertise and 
international collaboration of specialists with different native languages, for at this 
deep level of analysis, work not in the researcher’s own tongue has been shown to 
be very certain.
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There exist two other avenues of recent research which seem to me to be par
ticularly promising. Both deal with what one could call the internal linguistics of 
computer science.

The first is semantic. Its aim is to establish concretely useful relations between 
programs as sequences of abstract symbols and these same objects as sequences of 
instructions. My friend J. Arsac, to whom I am much indebted for all that relates 
to the dialectic of symbols and meaning, has discovered certain rules for the formal 
transformations of the sequences while retaining their machine interpretation. The 
conditions of their use are, of course, relatively limited, but the algorithms that 
bring them about have been applied experimentally to programs that already exist. 
The application of these automatic transformations has allowed substantial gains 
in time (of the order of ten to thirty percent in the majority of cases) for program 
of average size written by average programmers.

It would be very important to devise the means of extending these methods 
to supercomputers employing vectorization, for the optimizers actually in use are 
far from perfect. By the same token, this automatic application of man-made pro
grams to the demands of the machines’ efficiency would enable one to improve both 
languages and systems from an ergonomic point of view, that is, from the point of 
view of the user.

Such endeavors are being undertaken in many centers, and their evocation 
here most certainly has not revealed anything new to those of you who follow the 
advances of computing science. I have outlined them because they constitute an 
island of precise work in an ocean of theoretical research whose applicability is 
ever pushed back into an uncertain future. They use explicitly some mathematical 
techniques developed since the early days of computing, that is, the theory of words 
and that of formal languages, or groups of words. M. Lothaire and S. Eilenberg have 
written about the state of the art as it was a few years ago. Since then, more recent 
studies have shown the importance of certain chapters (such as those on the theory 
of “infinite words”) in the study of problems of synchronization and parallelism in 
the most concrete aspects of computing.

It is on this last example of the bond between a formal theory of symbols and 
its significant applications that I conclude my expose.



CHARLES H. BENNETT
IBM Research, Yorktown Heights, NY 10598, April 1985__________________

Dissipation, Information, Computational 
Complexity and the Definition of 
Organization

I address two questions belonging to an interdisciplinary area between statisti
cal mechanics and the theory of computation:

1. What is the proper measure of intrinsic complexity to apply to states of a 
physical system?

2. What role does thermodynamic irreversibility play in enabling systems to 
evolve spontaneously toward states of high complexity?

I. INTRODUCTION
A fundamental problem for statistical mechanics is to explain why dissipative sys
tems (those in which entropy is continually being produced and removed to the 
surroundings) tend to undergo “self-organization,” a spontaneous increase of struc
tural complexity, of which the most extreme example is the origin and evolution of 
life. The converse principle, namely that nothing very interesting is likely to happen 
in a system at thermal equilibrium, is reflected in the term “heat death.” In the 
modern world view, thermodynamic driving forces, such as the temperature differ
ence between the hot sun and the cold night sky, have taken over one of the functions
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of God: they make matter transcend its clod-like nature and behave instead in dra
matic and unforseen ways, for example molding itself into thunderstorms, people, 
and umbrellas.

The notion that dissipation begets self-organization has remained informal, and 
not susceptible to rigorous proof or refutation, largely through lack of an adequate 
mathematical definition of organization. Section II, after reviewing alternative def
initions, proposes that organization be defined as “logical depth,” a notion based 
on algorithmic information and computational time complexity. Informally, logical 
depth is the number of steps in the deductive or causal path connecting a thing with 
its plausible origin. The theory of computation is invoked to formalize this notion as 
the time required by a universal computer to compute the object in question from 
a program that could not itself have been computed from a more concise program.

Having settled on a definition of organization, we address briefly in section III 
the problem of characterizing the conditions (in particular, thermodynamic irre
versibility) under which physical systems evolve toward states of high organization. 
We do not solve this problem, but rather suggest that it can be reduced to several 
other problems, some of which can already be regarded as solved, some of which are 
promising areas of research, and some of which are well-known unsolved problems 
in mathematics (notably the P=PSPACE question).

II. THE PROBLEM OF DEFINING ORGANIZATION
Just what is it that distinguishes an “organized” or “complex” structure like the 
human body from, say, a crystal or a gas? Candidates for a definition of organization 
can be divided into those based on function and those based on structure.

A. FUNCTIONAL DEFINITIONS

Living organisms are noted for their capacity for complex function in an appropri
ate environment, in particular the ability to grow, metabolize, reproduce, adapt, 
and mutate. While this functional characterization may be a good way to define 
“life,” in distinction to nonliving phenomena that possess some but not all of life’s 
attributes (e.g., a crystal’s trivial growth; a flame’s metabolism), it is not really 
a satisfactory way to define organization. We should still like to be able to call 
organized such functionally inert objects as a frozen human body, a printout of the 
human genome, or a car with a dead battery. In other words, what we need is not 
a definition of life or organism (probably inherently fuzzy concepts anyway), but 
rather a definition for the kind of structural complexity that in our world is chiefly 
found in living organisms and their artifacts, a kind that can be produced to a 
lesser degree by laboratory experiments in “self-organization,” but which is absent 
from such structurally trivial objects as gases and crystals.
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Another functional characterization of complexity, more mathematical in fla
vor than the lifelike properties mentioned above, is as the capacity for universal 
computation. A computationally universal system is one that can be programmed, 
through its initial conditions, to simulate any digital computation. For example, 
the computational universality of the well-known deterministic cellular automaton 
of Conway called the “game of life” implies that one can find an initial configu
ration that will evolve so as to turn a certain site on if and only if white has a 
winning strategy at chess, another initial configuration that will do so if and only 
if the millionth decimal digit of pi is a 7, and so on. On a grander scale, one can 
in principle find initial conditions enabling the Conway automaton to simulate any 
physical or chemical process that can be digitally simulated, even presumably the 
geological and biological evolution of the earth.

The property of computational universality was originally demonstrated for 
irreversible, noiseless systems such as Turing machines and deterministic cellular 
automata having little resemblance to the systems ordinarily studied in mechanics 
and statistical mechanics. Later, some reversible, deterministic systems (e.g., the 
hard sphere gas [Fredkin-Toffoli, 1982] with appropriate initial and boundary condi
tions, and Margolus’ billiard ball cellular automaton [Margolus, 1984] which models 
this gas) have been shown to be computationally universal. Very recently [Gacs, 
1983; Gacs-Reif, 1985], certain irreversible, noisy systems (probabilistic cellular au
tomata in 1 and 3 dimensions with all local transition probabilities positive) have 
been shown to be universal. Computational universality, therefore, now appears to 
be a property that realistic physical systems can have; moreover, if a physical sys
tem does have that property, it is by definition capable of behavior as complex as 
any that can be digitally simulated.

However, computational universality is an unsuitable complexity measure for 
our purposes because it is a functional property of systems rather than a structural 
property of states. In other words, it does not distinguish between a system merely 
capable of complex behavior and one in which the complex behavior has actually 
occurred. The complexity measure we will ultimately advocate, called logical depth, 
is closely related to the notion of universal computation, but it allows complexity 
to increase as it intuitively should in the course of a “self-organizing” system’s time 
development.

B. THERMODYNAMIC POTENTIALS

In spite of the well-known ability of dissipative systems to lower their entropy at the 
expense of their surroundings, flouting the spirit of the second law while they obey 
its letter, organization cannot be directly identified with thermodynamic potentials 
such as entropy or free energy: the human body is intermediate in entropy between 
a crystal and a gas; and a bottle of sterile nutrient solution has higher free energy, 
but lower subjective organization, than the bacterial culture it would turn into if 
inocculated with a single bacterium.
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This difference in free energy means that, even without the seed bacterium, 
the transformation from nutrients to bacteria (albeit an improbable case of sponta
neous biogenesis) is still vastly more improbable case of spontaneous biogenesis) is 
still vastly more probable than the reverse transformation, from bacteria to sterile, 
high free-energy nutrients. The situation is analogous to the crystallization of a 
long-lived supersaturated solution: although crystallization without the catalytic 
assistance of a seed crystal may be so slow as to be unobservable in practice, it is 
not thermodynamically forbidden, and is, in fact, overwhelmingly more probable 
than the reverse process.

Subjective organization seems to obey a “slow growth law” which states that, 
except by a lucky accident, organization cannot increase quickly in any deterministic 
or probabilistic process, but it can increase slowly. It is this law which forbids 
sterile nutrient from turning into bacteria in the laboratory, but allows a similar 
transformation over geological time. If the slow growth law is to be obeyed, the 
rapid multiplication of bacteria after inocculation must not represent much increase 
in organization, beyond that already present in the seed bacterium. This, in turn, 
means that subjective organization is not additive: 1 bacterium contains much more 
organization that 0 bacteria, but 2 sibling bacteria contain about the same amount 
as 1.

C. INFORMATION CONTENT

The apparent non-additivity of “organization” suggest another definition for it, 
namely as information content, an object’s information content being the number 
of bits required to specify it uniquely. Clearly, two large message-like objects (e.g., 
DNA molecules), if they happen to be identical, do not together contain significantly 
more information than one alone.

This subsection will review various definitions of information, especially the 
algorithmic definition implied by the phrase “number of bits necessary to specify 
a structure uniquely.” However, it should be pointed out that information in this 
sense, like entropy, leads to absurd conclusions when used as the measure of sub
jective organization: just as the human body is intermediate in entropy between a 
crystal and a gas, so the human genome is intermediate in information between a 
totally redundant sequence, e.g., AAAAA..., of near zero information content and 
a purely random sequence of maximal information content. Although information 
itself is a poor measure of organization, it will be discussed at some length because 
it underlies two of the more adequate organization measures to be discussed later, 
vis. mutual information and logical depth.

There is some uncertainty as to how the “information content” of biological 
molecules ought to be defined. The easiest definition is simply as the information 
capacity of the molecule, e.g., 2N bits for a DNA molecule of N nucleotides. This 
definition is not very use fill, since it assigns all sequences of a given length the same 
information content.
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In the classical formulation of Shannon, information is an essentially statistical 
property. The information content in bits of a message is defined as the negative 
base-2 logarithm of its probability of having been emitted by some source, and it 
is improper to treat information content as if it were a function of the message 
itself, without specifying the probability. This is rather awkward in a biological 
context, where one is frequently faced with a bare message, e.g., a DNA sequence, 
without any indication of its probability. The information capacity is equivalent to 
assuming a uniform probability distribution over all sequences. It would be more 
informative to define the information content of a sequence x  as its -log probability 
in some physically specified distribution, such as an (equilibrium or nonequilibrium) 
statistical mechanical ensemble. However, this approach departs from the goal of 
making the definition of organization intrinsic to the sequence.

A third approach to defining information is as the number of bits necessary 
to uniquely describe an object in some absolute sense, rather than with respect 
to a particular probability distribution. This approach has been put on a firm 
mathematical basis by regarding the digital object x  as the output of a universal 
computer (e.g., a universal Turing machine), and defining its algorithmic informa
tion content H (x) as the number of bits in its “minimal algorithmic description” 
x *, where x* is the smallest binary input string that causes the universal computer 
to produce exactly x as its output. Clearly this definition depends on the choice 
of universal computer, but this arbitrariness leads only to an additive 0(1) uncer
tainty (typically ±  a few thousand bits) in the value of H (x )i because of the ability 
of universal machines to simulate one another. Algorithmic information theory also 
allows randomness to be defined for individual strings: a string is called “algorith
mically random” if it is incompressible, i.e., if its minimal description is about the 
same size as the string itself. Algorithmic information is discussed further in the 
introductory article by Chaitin [1975], and in review articles by Zvonkin and Levin 
[1970] and Chaitin [1977].

The advantage of using a universal computer to regenerate the message is that, 
for sufficiently long messages, it subsumes all other more specialized schemes of ef
fective description and data compression, e.g., the use of a dictionary of abbreviated 
encodings for frequently occurring subsequences. Any non-universal scheme of data 
compression fails to compress some sequences of obviously low information content. 
For example, the sequence consisting of the first million digits of pi, though it ad
mits a concise algorithmic description, probably cannot be significantly compressed 
by abbreviating frequent sequences.

As noted above, information per se does not provide a good measure of or
ganization, inasmuch as messages of maximal information content, such as those 
produced by coin tossing, are among the least organized subjectively. Typical orga
nized objects, on the other hand, precisely because they are partially constrained 
and determined by the need to encode coherent function or meaning, contains less 
information than random sequences of the same length; and this information reflects 
not their organization, but their residual randomness.

For example, the information content of a genome, as defined above, repre
sents the extent to which it is underdetermined by the constraint of viability. The
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existence of noncoding DNA, and the several percent differences between proteins 
performing apparently identical functions in different species, make it clear that a 
sizable fraction of the genetic coding capacity is given over to transmitting such 
“frozen accidents,” evolutionary choices that might just as well have been made 
otherwise.

D. MUTUAL INFORMATION AND LONG-RANGE ORDER

A better way of applying information theory to the definition of organization is 
suggested by the non additivity of subjective organization. Subjectively organized 
objects generally have the property that their parts are correlated: two parts taken 
together typically require fewer bits to describe than the same two parts taken sepa
rately. This difference, the mutual information between the parts, is the algorithmic 
counterpart of the non-additivity of statistical or thermodynamic entropy between 
the two parts. In many contexts, e.g., communication through a noisy channel, the 
mutual information between a message and something else can be viewed as the 
“meaningful” part of the message’s information, the rest being meaningless infor
mation or “noise.”

A body is said to have long-range order if even arbitrarily remote parts of it 
are correlated. However, crystals have long-range order but are not subjectively 
very complex. Organization has more to do with the amount of long-range cor
relation, i.e., the number of bits of mutual information between remote parts of 
the body. Although we will ultimately recommend a different organization mea
sure (logical depth), remote mutual information merits some discussion, because 
it is characteristically formed by nonequilibrium processes, and can apparently be 
present only in small amounts at thermal equilibrium. Notions similar to mutual 
information have been introduced in many discussions of biological organization, 
but often without clearly distinguishing among gross information content (i.e., ac
cidental or arbitrary aspects of the object as a whole), mutual information (amount 
of correlation between parts that individually are accidental and arbitrary), and de
termined, non-accidental aspects of the object as a whole which, as argued above, 
are not information at all, but rather a form of redundancy.

If two cells are taken from opposite ends of a multicellular organism, they 
will have a large amount of mutual information, if for no other reason than the 
presence in each cell of the same genome with the same load of frozen accidents. As 
indicated earlier, it is reasonably certain that at least several percent of the coding 
capacity of natural genomes is used to transmit frozen accidents, and, hence, that 
the mutual information between parts of a higher organism is at least in the hundred 
megabit range. More generally, mutual information exists between remote parts of 
an organism (or a genome, or a book) because the parts contain evidence of a 
common, somewhat accidental history, and because they must function together in 
a way that imposes correlations between the parts without strictly determining the 
structure of any one part. An attractive feature of remote mutual information for
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physical systems is that it tends to a finite limit as the fineness of coarse graining 
is increased, unlike simple information or entropy in a classical system.

Since mutual information arises when an accident occurring in one place is repli
cated or propagated to another remote place, its creation is an almost unavoidable 
side effect of reproduction in a probabilistic environment. Another obvious connec
tion between mutual information and biology is the growth of mutual information 
between an organism and its environment when the organism adapts or learns.

Further support for remote mutual information as an organization measure 
comes from the fact that systems stable at thermal equilibrium, even those with 
long-range order, exhibit much less of it than nonequilibrium systems. Correla
tions in systems at equilibrium are generally of two kinds: short-range correlations 
involving a large number of bits of information (e.g., the frozen-in correlations be
tween adjacent lattice planes of an ice crystal, or the instantaneous correlations 
between atomic positions in adjacent regions of any solid or liquid), and long-range 
correlations involving only a few bits of information. These latter include correla
tions associated with conserved quantities in a canonical or microcanonical ensemble 
(e.g., if one half of a gas cylinder contains more than half the atoms, the other half 
will contain fewer than half of the atoms) and correlations associated with order 
parameters such as magnetization and crystal lattice orientation. In either case, the 
amount of mutual information due to long-range correlations is small: for example, 
in a gas of 1023 atoms, conservation of the number of atoms causes the entropy of 
the whole to be about log\/l023 «  39 bits less than the sum of the entropies of its 
halves. It may at first seem that a real-valued order parameter, such as phase or 
orientation of a crystal lattice, already represents an infinite amount of informa
tion; however, in an N-atom crystal, owing to thermal and zero-point fluctuations, 
the instantaneous microstate of the entire crystal suffices to determine such order 
parameters only to about log N bits precision; and, hence, the mutual information 
between remote regions of a macroscopic crystal amounts to only a few dozen bits.

Unfortunately, some subjectively not-very-organized objects also contain large 
amounts of remote mutual information. For example, consider an igneous rock or 
other polycrystalline solid formed under nonequilibrium conditions. Such solids, 
though not subjectively very “organized,” typically contain extended crystal de
fects such as dislocations and grain boundaries, which presumably carry many bits 
of information forward from the earlier-crystallized to the later-crystallized portions 
of the specimen, thus giving rise to the correlated frozen accidents that constitute 
mutual information. On a larger scale, terrestrial and planetary geological processes 
create large amounts of mutual information in the form of complementary fracture 
surfaces on widely separated rock fragments. Mutual information does not obey the 
slow growth law, since an ordinary piece of glass, after a few minutes of hammer
ing and stirring, would be transformed into a three-dimensional jigsaw puzzle with 
more of it than any genome or book. Even larger amounts of mutual information 
could be produced by synthesizing a few grams of random, biologically meaningless 
DNA molecules, replicating them enzymatically, and stirring the resulting mixture 
to produce a sort of jigsaw-puzzle soup. Two spoonfuls of this soup would have 
macroscopically less than twice the entropy of one spoonful. In all these examples,
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the mutual information is formed by nonequilibrium processes and would decay if 
the system were allowed to approach a state of true thermal equilibrium, e.g., by 
annealing of the separated fracture surfaces. Remote mutual information is some
what unsatisfying as a measure of organization because it depends on accidents, 
assigning low organization to some objects (such as the binary expansion of pi) 
which seem organized though they lack accidents, and high organization to other 
objects whose correlated accidents are of a rather trivial sort (random palindromes, 
broken glass).

E. SELF-SIMILARITY

A conspicuous feature of many nontrivial objects in nature and mathematics is 
the possession of a fractal or self-similar structure, in which a part of the object 
is identical to, or is described by the same statistics as, an appropriately scaled 
image of the whole. I feel that this often beautiful property is too specialized to be 
an intuitively satisfactory criterion of organization because it is absent from some 
intuitively organized objects, such as the decimal expansion of pi, and because, on 
the other hand, self-similar structures can be produced quickly, e.g., by determin
istic cellular automata, in violation of the slow growth law. Even so, the frequent 
association of self-similarity with other forms of organization deserves comment. In 
some cases, self-similarity is a side-effect of computational universality, because a 
universal computer’s ability to simulate other computers gives it, in particular, the 
ability to simulate itself. This makes the behavior of the computer on a subset of 
its input space (e.g., all inputs beginning with some prefix p that tells the computer 
to simulate itself) replicate its behavior on the whole input space.

F. LOGICAL DEPTH

The problem of defining organization is akin to that of defining the value of a 
message, as opposed to its information content. A typical sequence of coin tosses 
has high information content, but little message value; an ephemeris, giving the 
positions of the moon and planets every day for a hundred years, has no more in
formation than the equations of motion and initial conditions from which it was 
calculated, but saves its owner the effort of recalculating these positions. The value 
of a message, thus, appears to reside not in its information (its absolutely unpred- 
icatble parts), nor in its obvious redundancy (verbatim repetitions, unequal digit 
frequencies), but rather in what might be called its buried redundance—parts pre
dictable only with difficulty, things the receiver could in principle have figured out 
without being told, but only at considerable cost in money, time or computation. 
In other words, the value of a message is the amount of mathematical or other work 
plausibly done by its originator, which its receiver is saved from having to repeat.

Of course, the receiver of a message does not know exactly how it originated; 
it might even have been produced by coin tossing. However, the receiver of an 
obviously non-random message, such as the first million bits of pi, would reject
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this “null” hypothesis on the grounds that it entails nearly a million bits worth of 
ad-hoc assumptions, and would favor an alternative hypothesis that the message 
originated from some mechanism for computing pi. The plausible work involved 
in creating a message, then, is the amount of work required to derive it from a 
hypothetical cause involving no unnecessary ad-hoc assumptions.

These ideas may be formalized in terms of algorithmic information theory: a 
message’s most plausible cause is identified with its minimal algorithmic description, 
and its “logical depth,” or plausible content of mathematical work, is (roughly 
speaking) identified with time required to compute the message from this minimal 
description. Formulating an adequately robust quantitative definition of depth is not 
quite this simple and, in particular, requires a properly weighted consideration of 
other descriptions besides the minimal one. When these refinements are introduced 
[cf Appendix], one obtains a definition of depth that is machine independent, and 
obeys the slow growth law, to within a polynomial depending on the universal 
machine. The essential idea remains that a deep object is one that is implausible 
except as the result of a long computation.

It is a common observation that the more concisely a message is encoded (e.g., 
to speed its transmission through a channel of limited bandwidth), the more random 
it looks and the harder it is to decode. This tendency is carried to its extreme in 
a message’s minimal description, which looks almost completely random (if x* had 
any significant regularity, that regularity could be exploited to encode the message 
still more concisely) and which, for a nontrivial (deep) message, requires as much 
work to decode as plausibly went into producing the message in the first place. The 
minimal description x*, thus, has all the information of the original message x> but 
none of its value.

Returning to the realm of physical phenomena, we advocate identifying subjec
tive organization or complexity with logical depth, in other words, with the length of 
the logical chain connecting a phenomenon with a plausible hypothesis explaining 
it. The use of a universal computer frees the notion of depth from excessive de
pendence on particular physical processes (e.g., prebiotic chemistry) and allows an 
object to be called deep only if there is no shortcut path, physical or non-physical, 
to reconstruct it from a concise description. An object’s logical depth may, there
fore, be less than its chronological age. For example, old rocks typically contain 
physical evidence (e.g., isotope ratios) of the time elapsed since their solidification, 
but would not be called deep if the aging process could be recapitulated quickly 
in a computer simulation. Intuitively, this means that the rocks’ plausible history, 
though long in time, was rather uneventful, and, therefore, does not deserve to be 
called long in a logical sense.

The relevance of logical depth to physical self-organization depends on the 
assumption that the time development of physical systems can be efficiently sim
ulated by digital computation. This is a rather delicate question; if by simulation 
one means an exact integration of differential equations of motion, then no finite 
number of digital operations could simulate even one second of physical time devel
opment. Even when simulation is defined less restrictively (roughly, as an effective 
uniformly convergent approximation by rational numbers), Myhill [1971] showed
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that there is a computable differentiable function with a noncomputable solution. 
On the other hand, it remains plausible that realistic physical systems, which are 
subject throughout their time development to finite random influences (e.g., thermal 
and gravitational radiation) from an uncontrolled environment, can be efficiently 
approximated by digital simulation to within the errors induced by these influences. 
The evidence supporting this thesis is of the same sort, and as strong as, that sup
porting the empirically very successful master equation [van Kampen, 1962], which 
approximates the time development of a statistical mechanical system as a sequence 
of probabilistic transitions among its coarse-grained microstates.

Accepting the master equation viewpoint, the natural model of physical time 
development, at least in a system with short-ranged forces, would be a three- 
dimensional probabilistic cellular automaton. Such automata can be simulated in 
approximately linear time by a universal three-dimensional cellular automaton each 
of whose sites is equipped with a coin-toss mechanism; hence, time on such a univer
sal automaton might be the most appropriate dynamic resource in terms of which 
to define depth. Usually we will be less specific, since other reasonable machine 
models (e.g., the universal Turing machines in terms of which algorithmic informa
tion theory is usually developed) can simulate probabilistic cellular automata, and 
one another, in polynomial time. We will assume conservatively that any t seconds 
in the time development of a realistic physical system with N  degress of freedom 
can be simulated by probabilistic computation using time bounded by a polynomial 
in N t.

Although time (machine cycles) is the complexity measure closest to the in
tuitive notion of computation work, memory (also called space or tape) is also 
important because it corresponds to a statistical mechanical system’s number of 
particles or degrees of freedom. The maximum relevant time for a system with N  
degrees of freedom is of order 2°(N\  the Poincare recurrence time; and the deepest 
state such a system could relax to would be one requiring time 2 ° (N\  but only 
memory N , to compute from a concise description.

Unfortunately, it is not known that any space-bounded physical system or com
puter can indeed produce objects of such great depth (exponential in N ). This 
uncertainty stems from the famous open P=?PSPACE question in computational 
complexity theory, i.e., from the fact that it is not known whether there exist com
putable functions requiring exponentially more time to compute than space. In 
other words, though most complexity theorists suspect the contrary, it is possible 
that the outcome of every exponentially long computation or physical time evolu
tion in a space-bounded system can be predicted or anticipated by a more efficient 
algorithm using only polynomial time.

A widely held contrary view among complexity theorists today, considerably 
stronger than the mere belief that P is not equal to PSPACE, is that there are 
“cryptographically strong” pseudorandom number generators [Blum-Micali, 1984; 
Levin, 1985], whose successive outputs, on an AT-bit seed, satisfy all polynomial time 
(in N ) tests of randomness. The existence of such generators implies that space- 
bounded universal computers, and, therefore, any physical systems that mimic such 
computers, can after all produce exponentially deep outputs.
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If, on the other hand, it turns out that P=PSPACE, then exponentially deep 
TV-bit strings can still be produced (by well-known “diagonal” method, the gist of 
which is to generate a complete list of all shallow TV-bit strings and then output 
the first TV-bit string not on the list), but the computations leading to these deep 
objects will require more than polynomial space during their intermediate stages.

It is worth noting that neither algorithmic information nor depth is an effec
tively computable property. This limitation follows from the most basic result of 
computability theory, the unsolvability of the halting problem, and reflects the fact 
that although we can prove a string nonrandom (by exhibiting a small program to 
compute it), we can not, in general, prove it random. A string that seems shallow 
and random might, in fact, be the output of some very slow-running, small pro
gram, which ultimately halts, but whose halting we have no means of predicting. 
This open-endedness is also a feature of the scientific method: a phenomenon that 
seems to occur randomly (e.g., pregnancy) may later turn out to have a cause so re
mote or unexpected as to have been overlooked at first. In other words, if the cause 
of a phenomenon is unknown, we can never be sure that we are not underestimating 
its depth and overestimating its randomness.

The uncomputability of depth is no hindrance in the present theoretical setting 
where we assume a known cause (e.g., a physical system’s initial conditions and 
equations of motion) and try to prove theorems about the depth of its typical 
effects. Here, it is usually possible to set an upper bound on the depth of the effect 
by first showing that the system can be simulated by a universal computer within 
a time t and then invoking the slow growth rule to argue that such a computation, 
deterministic or probabilistic, is unlikely to have produced a result much deeper 
than t. On the other hand, proving lower bounds for depth, e.g., proving that a 
given deterministic or probabilistic cause certainly or probably leads to a deep 
effect, though always possible in principle, is more difficult, because it requires 
showing that no equally simple cause could have produced the same effect more 
quickly.

III. TOWARDS AN UNDERSTANDING OF THE NECESSARY 
AND SUFFICIENT CONDITIONS FOR SELF-ORGANIZATION
We have already pointed out a mathematical requirement, namely the conjectured 
inequality of the complexity classes P and PSPACE, necessary for a finite model 
system to evolve to a state of depth comparable to its Poincare time. In this section, 
we mention recent results in computation theory and statistical mechanics which 
may soon leads to a comprehensive understanding of other conditions necessary 
and sufficient for model systems to self-organize, i.e., to evolve deterministically or 
with high probability to a state’s deep compared to the system’s initial condition.

It is clear that universal computation, and, hence, self-organization, can occur 
without dissipation in reversible deterministic systems such as Fredkin and Toffoli’s
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“billiard ball model” [1982], which consists of classical hard spheres moving on a 
plane with fixed obstacles (without loss of generality the array of obstacles may 
be taken to be spatially periodic); or in Margolus’ billiard ball cellular automaton 
[1984] which discretely simulates this model. In these models, the initial condition 
must be low-entropy, because a reversible system cannot decrease its own entropy 
(the continuous billiard ball model, because of the dynamical instability of its col
lisions, in fact requires an initial condition with infinite negative entropy relative 
to the random hard sphere gas). Moreover, if the system is to preform a nontrivial 
computation, the initial condition must lack translational symmetry, because a de
terministic system cannot break its own symmetries. It would suffice for the initial 
condition to be periodic except at a single site, which would serve as the origin for 
a depth-producing computation.

The systems just considered are noiseless. As indicated earlier, it is more realis
tic to imagine that a physical system is subject to environmental noise, and to treat 
its motion as random walk, rather than a deterministic trajectory, on the relevant 
discrete or continuous state space.

In general, such noisy systems require at least some dissipation to enable them 
to correct their errors and engage in a purposeful computation; the amount of 
dissipation depends on the noise’s intensity and especially on its pervasiveness, 
i.e., on whether it is considered to affect all, or only some aspects of the system’s 
structure and operation. At the low end of the pervasiveness spectrum are systems 
such as the clockwork computer of Bennett [1982], in which the noise causes only 
transitions forward and backward along the intended path of computation, not 
transitions from one computation into another, or transitions that degrade the 
structure of the hardware itself. In such systems, all errors are recoverable and the 
required dissipation tends to zero in the limit of zero speed. More pervasive noise 
can be found in the situation of error-correcting codes, where some unrecoverable 
errors occur but the decoding apparatus itself is considered perfectly reliable; and 
in proofreading enzyme systems [cf Bennett, 1979], where the decoding apparatus 
is unreliable but still structurally stable. These systems require finite dissipation 
even in the limit of zero speed. Von Neumann’s [1952] classic construction of a 
reliable computer from unreliable parts is also of this sort: all gates were considered 
unreliable, but the wires connecting them were considered reliable and their complex 
interconnection pattern structurally stable. Only recently has decisive progress been 
made in understanding systems at the high end of the pervasiveness spectrum, in 
particular, “noisy” cellular automata (henceforth NCA) in which all local transition 
probabilities are strictly positive. For such an automaton, any two finitely differing 
configurations are mutually accessible.

An NCA may be synchronous or asynchronous, reversible or irreversible. The 
former distinction (i.e., between a random walk occurring in discrete time or con
tinuous time) appears to have little qualitative effect on the computing powers of 
the automata, but the latter distinction is of major importance. In particular, irre
versible NCA can function as reliable universal computers [Gacs, 1983; Gacs-Reif, 
1985], and can do so robustly despite arbitrary small perturbations of their tran
sition probabilities; while reversible NCA, for almost all choices of the transition
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probabilities, are ergodic, relaxing to a structurally simple state (the thermody
namic phase of lowest free energy) independent of the initial condition. Irreversibil
ity enables NCA to be robustly nonergodic essentially by protecting them from 
the nucleation and growth of a unique phase of lowest free energy [Toom, 1980; 
Domany-Kinzel, 1984; Bennett-Grinstein, 1985].

(An NCA is considered reversible or nondissipative if its matrix of transition 
probabilities is of the “miscroscopically reversible” form D S D " 1, where D  is diag
onal and 5  symmetric. In that case, a movie of the system at equilibrium would 
look the same shown forwards as backwards and the stationary distribution can be 
represented (exactly for asynchronous automata, approximately for synchronous) 
as the Boltzmann exponential of a locally additive potential. On the other hand, if 
the local transition probabilities are not microscopically reversible, the stationary 
macrostate is dissipative (corresponding physically to a system whose environment 
continually removes entropy from it), a movie of the system would not look the same 
forwards as backwards, and the distribution of microstates, in general, cannot be 
approximated by the exponential of any locally additive potential. Asynchronous 
reversible NCA, otherwise known as generalized kinetic Ising models, are widely 
studied in statistical mechanics.)

The computationally universal NCA of Gacs and Gacs-Reif are still somewhat 
unsatisfactory because they require special initial conditions to behave in a non
trivial manner. A truly convincing case of self-organization would be an NCA with 
generic transition probabilities that would initiate a depth-producing computation 
from generic initial conditions (e.g., a random soup). Such an automaton has not 
been found, though Gacs believes it can be. If it is found, it will lend support to. 
the philosophical doctrine that the observed complexity of our world represents an 
intrinsic propensity of nature, rather than an improbable accident requiring special 
initial conditions or special laws of nature, which we observe only because this same 
complexity is a necessary condition for our own existence.

APPENDIX: MATHEMATICAL CHARACTERIZATION OF DEPTH
Two rather different kinds of computing resources have been considered in the the
ory of computational complexity: static or definitional resources such as program 
size, and dynamic resources such as time and memory. Algorithmic information 
theory allows a static complexity or information content to be defined both for fi
nite and for infinite objects, as the size in bits of the smallest program to computer 
the object on a standard universal computer. This minimal program has long been 
regarded as analogous to the most economical scientific theory able to explain a 
given body of experimental data. Dynamic complexity, on the other hand, is usu
ally considered meaningful only for infinite objects such as functions or sets, since 
a finite object can always be computed or recognized in very little time by means
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of a table look-up or print program, which includes a verbatim copy of the object 
as part of the program.

In view of the philosophical significance of the minimal program, it would be 
natural to associate with each finite object the cost in dynamic resources of recon
structing it from its minimal program. A “deep” or dynamically complex object 
would then be one whose most plausible origin, via an effective process, entails a 
lengthy computation. (It should be emphasized that just as the plausibility of a sci
entific theory depends on the economy of its assumptions, not on the length of the 
deductive path connecting them with observed phenomena, so the plausibility of 
the minimal program, as an effective “explanation” of its output, does not depend 
on its cost of execution.) A qualitative definition of depth is quoted by Chaitin 
[1977], and related notions have been independently introduced by Adleman [1979] 
(“potential”) and Levin [Levin and V’jugin, 1977] ( “incomplete sequence”).

In order for depth to be a useful concept, it ought to be reasonably machine- 
independent, as well as being stable in the sense that a trivial computation ought 
not to be able to produce a deep object from a shallow one. In order to achieve 
these ends, it is ncessary to define depth a little more subtly, introducing a signifi
cance parameter that takes account of the realtive plausibility of all programs that 
yield the given object as output, not merely the minimal program. Several slightly 
different definitions of depth are considered below; the one finally adopted calls an 
object “d-deep with b bits significance” if all self-delimiting programs to compute 
it in time d are algorithmically compressible (expressible as the output of programs 
smaller than themselves) by at least b bits. Intuitively this implies that the “null” 
hypothesis, that the object originated by an effective process of fewer than d steps, 
is less plausible than a sequence of coin tosses beginning with b consecutive tails.

The difficulty with defining depth as simply the run time of the minimal pro
gram arises in cases where the minimal program is only a few bits smaller than 
some much faster program, such as a print program, to compute the same output 
x. In this case, slight changes in x  may induce arbitrarily large changes in the run 
time of the minimal program, by changing which of the two competing programs 
is minimal. This instability emphasizes the essential role of the quantity of buried 
redundancy, not as a measure of depth, but as a certifier of depth. In terms of the 
philosophy-of-science metaphor, an object whose minimal program is only a few 
bits smaller than its print program is like an observation that points to a nontrivial 
hypothesis, but with only a low level of statistical confidence.

We develop the theory of depth using a universal machine £7, similar to that 
described in detail by Chaitin [1975B], which has two tapes, a program tape and 
work tape. The expression U(s) =  x will be used to indicate that the machine, 
started with the binary string s on its program tape and a blank work tape, embarks 
on a computation that halts after a finite number of steps, leaving the output x  on 
the work tape. The number of steps (run time) is denoted t(s). The work tape can 
also be used as an auxiliary input, with £7(s, w) denoting the output and f(s,t/;) 
the run time of a computation beginning with s on the program tape and w on 
the work tape. In case the computation fails to halt, the functions U and t are 
considered to be undefined.
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The program tape is treated in a special way [Gacs, 1974; Levin, 1974; Chaitin, 
1975] in order to allow a natural relative weighting of programs of different lengths. 
The details of this treatment are described by Chaitin, but the essential feature is 
that the machine itself must decide how many bits to read off its program tape, 
without being guided by any special endmarker symbol. Another way of looking 
at this is to say that the expression U (s,w ) =  x means that, if the machine were 
given w on its work tape and any infinite binary sequence beginning with s on 
its program tape, it would halt with the infinite program. This “self-delimiting” 
formalism allows the algorithmic probability of an output x to be defined in a 
natural way, as the sum of the negative binary exponentials of the lengths of all 
programs leading to that output:

P u (x )=  ^ 2 - |s|

{s :U (s) =

Here js | denotes the length of the binary string s, regarded as a self-delimiting 
program for the U machine. (Without the self-delimiting requirement, this sum 
would, in general, diverge.) An analogous conditional algorithmic probability, 
P u (x /w )} may be defined for computations that begin with a string w on the work 
tape. This represents the probability that a program generated by coin tossing 
would transform string w into string x.

Besides being self-delimiting, the U machine must be efficiently universal in 
the sense of being able to simulate any other self-delimiting Turing machine with 
additive increase in program size and polynomial increase in time and space. That 
such machines exist is well known. The minimal program for a string z, denoted 
a:*, is the least string p such that U(p) =  x. The algorithmic information or entropy 
of a string H(x)  may be defined either as the size of its minimal program, or the 
negative base-two logarithm of its algorithmic probability, since it can be shown 
that the difference between these two quantities is bounded by a constant depend
ing on U but independent of x (this is another advantage of the self-delimiting 
formalism). A string x is said to be compressible by 6 bits if its minimal program 
is b bits shorter than x.  Regardless of how compressible their outputs may be, all 
minimal programs are incompressible to within an 0(1) constant depending on the 
standard machine. (If they were not, i.e., if for some s, x * * were significantly 
shorter than £*, then x* would be undercut in its foie as executing x * *.) Finite 
strings, such as minimal programs, which are incompressible or nearly so are called 
algorithmically random . The above formulation in terms of halting, self-delimiting 
programs appears the most natural way of defining information content for discrete 
objects such as integers, binary strings, or Ising microstates.

To adequately characterize a finite string’s depth, one must consider both the 
amount of redundancy and the depth of its burial. Several definitions are given 
below; the best appears to be to say that a string x  is (d, b)-deep, or d-deep with b 
bits significance, if

i. every program to compute s in time < d is compressible by at least b bits.
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It can be shown that any (d, 6)-deep string according to this definition is deep 
in two other, perhaps more intuitive senses:

ii. computations running in time < d supply less than l /2 6+°^ )  of the string’s 
algorithmic probability.

iii. the smallest program to compute x  in time < d is at least 6 +  0(1) bits larger 
than the minimal program x*.
Alternative 2), perhaps the most natural (because it fairly weights all compu

tations leading to x) is very close to the chosen definition, since it can be shown 
(by a proof similar to that of Chaitin’s [1975B] theorem 3.2) that any (d, 6)-shallow 
string (one not (d, 6)-deep) receives at least l /2 6+°(Io86) of its algorithmic probabil
ity form programs running in time < d. Alternative 1) is favored because it satisfies 
a sharper slow growth law. Alternative 3), perhaps the most obvious, might seri
ously overestimate the depth of a string with a great many large fast programs, 
but no single, small, fast program. Whether such strings exist is not known; if they 
do exist, they should probably not be called deep, since they have a significant 
probability of being produced by small, fast-running probabilistic algorithms.

It is obviously desirable that depth obey the slow growth law, i.e., that no 
fast, simple, deterministic or probabilistic algorithm be able to transform a shallow 
object into a deep one. With the chosen definition of depth, it is easy to show 
that this is the case: for any strings w and x, if w is less than (d, b) deep, and the 
algorithmic probability for U to transform w (furnished as an auxiliary input on 
the work tape) into x  within time t is at least 2“ fc, then s can be no more than 
(d 4* t +  0(1), b -4- k +  0(l))-deep.

Similarly, depth can be shown to be reasonably machine-independent, in the 
sense that for any two, efficiently universal, self-delimiting machines, there exists a 
constant c and a polynomial p such that (p(d), 6 +  c) depth on either machine is a 
sufficient condition for (d, b) depth on the other.

One may well wonder whether, by defining some kind of weighted average run 
time, a string’s depth may reasonably be expressed as a single number. This may, 
in fact, be done, at the cost of, in effect, imposing a somewhat arbitrary rate of 
exchange between the two conceptually very different quantities’ run time and pro
gram size. Proceeding from alternative definition 2) above, one might try to define 
a string’s average depth as the average run time of all computations contributing to 
its algorithmic probability. Unfortunately, this average diverges because it is domi
nated by programs that waste arbitrarily much time. To make the average depth of 
s depend chiefly on the fastest programs of any given size that compute s, it suffices 
to use the reciprocal mean reciprocal run time in place of a straight average. The 
reciprocal mean reciprocal depth of a string x is thus defined as

d r m , ( * ) =  [ £ 2 " W ] /  [ D 2 " 1' 1/ ^ ) ) ]  ’

{s : U($) =  x} {s : U(s)  = x}
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In this definition, the various computations that produce x act like parallel 
resistors, the fast computations in effect short-circuiting the slow ones. Although 
reciprocal mean reciprocal depth doesn’t satisfy as sharp a slow growth law as 
two-parameter depth (multiplicative rather than additive error in the computation 
time), and doesn’t allow strings to have depth more than exponential in their length 
(due to the short-circuiting of slower programs, no matter how small, by the print 
program), it does provide a simple quantitative measure of a strong’s nontriviality.

An even rougher, qualitative distinction may be drawn between “deep” and 
“shallow” strings according to whether their reciprocal mean reciprocal depth is 
exponential or polynomial in the strings’ length, or some other parameter under 
discussion. This rough dichotomy, in which all merely polynomially-deep strings are 
called shallow, is justified by the typically polynomial cost for one machine model to 
simulate another, and the consequent arbitrariness in the definition of computation 
time.
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Plans for the Future

These proceedings illustrate and support the observation that many of the 
most important and challenging activities at the forefront of research range broadly 
across the conventional disciplines and that, viewed as a whole, such topics repre
sent emerging syntheses in science which may be recognized eventually as new 
disciplines. Our informal discussions, which have been taped but not summarized 
in the proceedings, have examined the basis for our concern that these syntheses 
are frequently poorly defined and nurtured and that new academic options, includ
ing the Institute described here, are urgently needed to further define and expedite 
research in these fields. We have asked some more detailed questions; for exam
ple, how do we initially choose staff; how should we rank the emerging syntheses in 
defining initial programs; what form of governance is desirable during the formative 
years; and how must it be modified with time and growth?

Our discussions have produced agreement that a number of barriers impede the 
recognition, support, and pursuit of research at the boundaries between disciplines 
and that the innovations proposed by the Santa Fe Institute should help lower 
these barriers. We have agreed that our first priority in organizing the permanent 
Institute must be on recruiting first-rate people. A major part of the permanent 
staff and the students must possess the breadth of interest necessary to pursue 
research on a large number of highly complex and interactive systems which can be 
properly studied only in an interdisciplinary environment. A ranking of themes will
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occur naturally as such people are recruited. We have further agreed that education, 
largely centered on research on these themes, must be our major concern.

The most significant recommendation for planning the future of the Institute is 
that, as soon as adequate resources are available, it should sponsor multidisciplinary 
networks of individuals whose research interests involve a common theme and whose 
efforts will be mutually supportive. The conclusion that the Institute should begin 
operations in the network mode is based on the following considerations:

1. Networks comprised of the most productive individuals and appropriately 
qualified students and offering workshops, strengthened communications, and 
a central campus staffed with non-resident, visiting, and permanent faculty 
can begin immediately to meet an increasingly urgent need to better organize 
and nurture interdisciplinary efforts at the forefront of research.

2. Such a program will offer prompt benefits not only to the participants and 
their research programs but also to their home institutions.

3. The sponsorship of networks on selected themes will serve an important pur
pose by better defining and emphasizing the importance of various emerging 
syntheses which tend to be fragmented and overlooked within the conven
tional disciplines.

4. The Institute will benefit from interactions with network participants in the 
careful identification and recruiting of senior faculty, junior staff, and gradu
ate students.

5. The Institute can deliberately explore the relative merits of major themes 
suitable for long-term pursuit on the Santa Fe campus.

Accordingly, the Institute will devote its early resources to the formation of a 
few such networks each year while continuing to move toward full-scale operation as 
a teaching and research Institute. Even after reaching its full growth, the Institute 
will probably continue to maintain and expand such networks as a necessary means 
to strengthen vital parts of the scientific enterprise.

Some of the network themes proposed for early consideration include a program 
on theoretical neurophysics; the modeling of evolution, including the evolution of be
havior; strategies to model troublesome states of minds and associated higher brain 
functions; nonlinear systems dynamics, pattern recognition, and human thought; 
fundamental physics, astronomy, and mathematics; archaeology, archaeometry, and 
forces leading to extinction of flourishing cultures; an integrated approach to infor
mation science; and the heterogeneity of genetic inventories of individuals.

Looking to the longer term, the Institute will plan to develop a campus which 
is large enough to provide sites for nearby, independent academic organizations 
representing social, political, and behavioral sciences and parts of the humanities. 
As experimental, computational, and mathematical tools grow in capacity, it is 
possible to envision a time, not far off, when the rigor of the hard sciences and 
elements of human experience and wisdom will be joined more effectively together so 
that we can better model and hope to understand the most complex and interactive 
systems of all, those which govern our bodies and brains and those developed within 
past and present societies which shape and govern much of our lives. There can
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be little doubt that the upsurge in sophisticated experimentation, the explosive 
growth of very large scale, parallel processor computing, the increasing capability 
of models which treat non-linear dynamic processes, and the development of new 
machine languages and algorithms far exceeding the power of those now in use 
will generate enormous forces for achieving noble or destructive ends. They must 
be wisely directed. With wisdom, the diffusion of the hard sciences into what are 
now considered the soft sciences may well become the most important achievement 
of the twenty-first century. To help insure that the next generations can rise to 
this challenge, the Institute must strive to promote a unity of knowledge and a 
recognition of shared responsibility that will stand in sharp contrast to the present 
growing polarization of intellectual cultures perceived so well by C. P. Snow nearly 
a generation ago.

It was not part of the workshop’s agenda to consider the problem of obtaining 
the financial resources required to realize its plans. Some concern was voiced that 
the widespread demand for increased support throughout academia would make 
it extremely difficult to establish any new enterprise. However, a consensus was 
evident that the need and anticipated benefit easily justified the projected cost, 
that the time is ripe, and that these new ideas should be put forward without delay. 
Encouraged by these views the Institute has established a full-time development 
office and will actively pursue a fund-raising campaign until adequate resources are 
obtained.
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